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convolutional neural networks for image-based plant disease 
classification. Deep learning or deep structured learning or 
hierarchical learning is a branch of machine learning that 
attempts to model high-level abstractions in data based on a 
set of algorithms [1, 2]. Such algorithms create a multi-level 
hierarchical architecture of learning and data presentation. 
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Plant disease and pest detection 
machines were originally used 
in agriculture and have, to some 
extent, replaced traditional visual 
identification. Plant diseases and 
pests are important determinants of 
plant productivity and quality. Plant 
diseases and pests can be identified 
using digital image processing. 
According to the difference in 
the structure of the network, this 
study presents research on the 
detection of plant diseases and 
pests based on three aspects of the 
classification network, detection 
network, and segmentation network 
in recent years, and summarizes 
the advantages and disadvantages 
of each method. A common data 
set is introduced and the results of 
existing studies are compared. This 
study discusses possible problems 
in the practical application of plant 
disease and pest detection based on 
deep learning.

Conventional image processing 
algorithms or manual descriptive 
design and classifiers are often 
used for traditional computer 
vision-based plant disease and pest 
detection. This method usually uses 
various characteristics of plant 
diseases and pests to create an 
image layout and selects a useful 
light source and shooting angle to 
produce evenly lit images.

The purpose of this work is 
to identify a group of pests and 
diseases of domestic and garden 
plants using a mobile application 
and display the final result on the 
screen of a mobile device. In this 
work, data from 38 different classes 
were used, including diseased and 
healthy leaf images of 13 plants from 
plantVillage. In the experiment, 
Inception v3 tends to consistently 
improve accuracy with an 
increasing number of epochs with no 
sign of overfitting and performance 
degradation. Keras with Theano 
backend used to teach architectures
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1. Introduction

Deep learning has received a lot of attention recently 
with the goal of developing a fast, automatic, and accurate 
image identification and classification system. This work 
focused on fine-tuning and evaluating state-of-the-art deep 
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proaches used, datasets, and outcomes achieved, are eval-
uated and outlined comprehensively. In addition, all of the 
approaches analyzed were discussed to illustrate the themes 
of the authors and identify the most accurate classifiers. As 
a result, the uses of different types of datasets are discussed 
and their findings are analyzed. This work has been a thor-
ough analysis of the decision tree method. But the authors 
did not consider the comparison between other machine 
learning methods.

In this [12] article, the author’s considered methods for 
analyzing aerospace images and showed the state of crops in 
different growing seasons. In particular, methods of orthog-
onal transformations were applied to aerospace images. The 
authors did not determine the effectiveness of other methods 
other than those indicated in the article. 

This article [13] proposes an efficient selective Naïve 
Bayes algorithm that uses only some attributes to build 
selective Naive Bayes models. These models are built in such 
a way that each is a trivial extension of the other. The most 
predictive selective Naïve Bayes model can be selected using 
stepwise cross-validation measures with one exception. As 
a result, attributes can be selected by efficient model selec-
tion. Empirical results show that the selective Naïve Bayes 
method demonstrates excellent classification accuracy, while 
at the same time maintaining simplicity and efficiency. This 
paper provides a complete overview of Naïve Bayes, but the 
authors did not consider more efficient methods of model 
selection. 

This article [14] presents an ensemble deep learning ap-
proach for a defined classification of non-carcinoma and car-
cinoma histopathological images of breast cancer using our 
collected dataset. The authors trained four different models 
based on pre-trained VGG16 and VGG19 architectures. Ini-
tially, the authors performed a 5-fold cross-validation of all 
individual models, namely the fully trained VGG16. Then, 
by taking the average of the predicted probabilities, it was 
found that an ensemble of finely tuned VGG16s showed a 
competitive classification, especially for the carcinoma class. 
However, the dataset collected by the authors is relatively 
small compared to the datasets used in numerous current 
studies. Also, the dataset contains only images of two classes. 

In this article [15], the authors explored the aspects of re-
ducing the time and effort of the user by recommending the 
best product to it. To do this, this article proposes a Naive 
Bayes classifier that accurately labels reviews and combines 
reviews to give a final score to a product. The performance 
of the model is evaluated and the results are analyzed. But 
the effectiveness of other traditional methods of machine 
learning has not been considered.

In this paper [16], a transfer learning model is imple-
mented to identify unmasked person detection processes. 
A model proposed by the authors to build an algorithm to 
refine the preprocessing of the modern InceptionV3 deep 
learning model. An image scaling technique used to solve 
problems with limited data availability for better evidence 
and model testing. The model outperformed other proposed 
methods, achieving 99.9 % probability during training and 
100 % during testing. The work does not use large amounts 
of data and has not been expanded to classify the type of 
mask and implement a face recognition system deployed at 
various workplaces to support the identification of a person 
while wearing a mask. 

In this article [17], the authors propose the Inception V3 
subtitle generator model using convolutional neural net-

Based on [2, 3], DL algorithms are useful when dealing with 
large amounts of unsupervised data. Problems that were 
considered unsolvable are now being solved with inhuman 
precision. Image classification is a prime example of this. 
The performance of traditional machine learning algorithms 
stabilizes when the training data limit is reached, while deep 
learning increases performance as the data grows.

Traditional data analysis methods such as linear re-
gression [4] and linear discriminant analysis [5] are based 
on predefined distributions and model assumptions. These 
methods are applicable without loss of accuracy only for data 
that meets these requirements. In this study, let’s focus on 
developing plant disease detection methods using traditional 
machine learning methods. Several methods are evaluated: 
support vector machines, decision tree, random forest, and 
Naïve Bayes. Usually, when examining plants with the naked 
eye, they use information about color (leaves with diseases 
usually change color) or about the presence of spots or rotten 
areas on the leaves. Therefore, let’s investigate various image 
processing functions that capture color information or a 
local descriptor. The evaluating feature extraction methods 
include RGB, Scale Invariant Feature Transformation [6], 
Accelerated Reliable Features [7], Oriented FAST and 
Rotated BRIEF [8], Histogram Oriented Gradients [9]. 
The features are selected because they contain color, local 
features, or object detector information from the image data. 
Therefore, the scope of such analysis methods is limited.

In this work, machine learning methods such as Deci-
sion Tree, Random Forest, Naïve Bayes and deep learning 
methods such as the Inception v3 method and VGG19 were 
used to classify the data set. The existence of an automated 
computer system for the detection and diagnosis of plant dis-
eases could be a valuable aid to plant growers who are asked 
to make such a diagnosis by optical observation of the leaves 
of infected plants [10]. If the system were easy to use and eas-
ily accessible through a simple mobile app, it could also be a 
valuable tool for houseplant growers in parts of the world that 
lack the infrastructure to provide phytopathological advice. 
Causes of diseases can be biotic (bacteria, fungi, viruses, and 
nematodes) and abiotic (effects of temperature, humidity, and 
nutrient deficiencies). Some of the causes of these diseases are 
interconnected with each other. For example, plants that lack 
nutrients are prone to diseases caused by bacteria.

Indoor and garden plants have a great influence on hu-
man health, some of them bear fruit, and some are used as 
medicines. Therefore, knowing and evaluating their current 
state, and knowing and predicting the type of disease is still 
an urgent problem. 

2. Literature review and problem statement

Decision tree classifiers are regarded to be a standout of 
the most well-known methods to data classification repre-
sentation of classifiers. Different researchers from various 
fields and backgrounds have considered the problem of 
extending a decision tree from available data, such as ma-
chine study, pattern recognition, and statistics. In various 
fields such as medical disease analysis, text classification, 
user smartphone classification, images, and many more, the 
employment of Decision tree classifiers has been proposed 
in many ways.

In paper [11] provides a detailed approach to the decision 
trees. Furthermore, paper specifics, such as algorithms/ap-
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works and long-term memory modules. The InceptionV3 
model was trained on 1000 different classes on the Ima-
geNet dataset. The model was imported directly from the 
Keras application module. Remove the final classification 
layer of the dimension vector (1343) from the InceptionV3 
model. The embedded array is used for dictionary links. 
The constructive matrix is a linear transformation of the 
original space with important relationships in real space. 
Subtitles are widely used and are important, for example, 
to implement human-computer interaction. But the au-
thors did not consider the comparison of other deep learn-
ing methods with the Inception V3 method used.

A feature of this work is the use of deep learning 
methods to create a cross-platform application for plant 
growing enthusiasts. In particular, the effectiveness of 
these methods is to determine the state of the plant and 
the application of measures to destroy pests, which leads to 
plant productivity.

3. The aim and objectives of the study

The aim of the study is to evaluate the detection of plant 
diseases and pests using deep learning methods.

To achieve this aim, the following objectives are solved:
– to analyze traditional methods of machine and deep 

learning to identify diseases and pests of plants;
– to implement a mobile application for the detection of 

plant diseases for growers.

4. Materials and methods

In this work, the object of study is plants and their state 
in real time. The traditional approach is to use well-es-
tablished SV methods such as feature descriptors (SIFT, 
SURF, BRIEF, etc.) to detect objects. Before the advent 
of DL, for tasks like image classification, there was a step 
called feature extraction. Features are small “interest-
ing”, descriptive or informative spots on images. Several 
computer vision algorithms can be used in this step, such 
as edge detection, corner detection, or threshold segmen-
tation. The maximum possible number of features are 
extracted from the images, and these features form a defi-
nition (known as a set of words) for each class of objects. 
During the deployment phase, these definitions are looked 
up in other forms. The image is classified as containing this 
particular object, i.e. abnormal values in the images, which 
are identified as plant diseases in this work.

The difficulty with this traditional approach is that 
you have to choose which features are important for each 
image. As the number of classes for classification increas-
es, it becomes increasingly difficult to obtain estimates. 
Deciding which features best describe different classes of 
objects in deep learning depends on pre-trained data and 
a lengthy process of trial and error. Based on the collected 
data, the identification of deviations in plants by tradition-
al methods was trained according to the model shown in 
the figure below (Fig. 1).

As shown in Fig. 1, the dataset was trained by tradi-
tional machine learning methods on the training set and 
the test dataset was validated according to the result of the 
trained model. For example, one of the traditional methods is 
shown ‒ the decision tree architecture (Fig. 2).

The decision tree builds classification or regression models 
in the form of a tree or hierarchical structure (Fig. 2). It splits 
the data set into smaller and smaller subsets, at the same time, 
the corresponding decision tree is gradually developed, that 
is, the final result of the classification will be in the form of 
leaves of the tree, and this will be our decision (Fig. 3).

A random forest is a classifier that consists of several deci-
sion trees, and when classifying, it is also divided into several 
subsets that ultimately form the result. But at the very end of 
the random forest, several answers are displayed, which pass 
the majority vote for classification or averaging for regres-

 

 
  

Fig. 1. Learning model based on traditional machine learning 
method

 

 
  

Fig. 2. Traditional Machine Learning Architecture Decision Tree

 

 
  

Fig. 3. Machine learning architecture based on traditional 
random forest method based on decision tree
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sion (Fig. 3). At the end, the answer with the highest vote value 
is formed. The Naïve Bayes classifier is a probabilistic machine 
learning model that is used for a classification problem. The 
essence of the classifier is based on the Bayes theorem (1) [19].

( ) ( ) ( )
( )

|
| .

P B A P A
P A B

P B
= 		  (1)

Using Bayes’ theorem, it is possible to find the probabil-
ity that A will happen, given that B has happened. Here B is 
the evidence and A is the hypothesis. The assumption here 
is that the predictors/features are independent. That is, the 
presence of one particular feature does not affect the other. 
When used for classification, as well as in general, machine 
learning requires pre-trained feature data. In this work, the 
deep learning architecture used is shown in Fig. 4.

Structured numerical data that helps to train the model for 
future use, while deep learning does not require any human in-
tervention, when training data that has been divided for train-
ing, methods detect features on their own using layers and filters.

5. Results of the application of machine and deep 
learning methods for assessing the detection of 

plant diseases

5. 1. Analysis of traditional methods machine 
and deep learning methods for the detection of 
plant diseases

In this work, VGG19 was used as a convolutional 
neural network, which is a good neural network archi-
tecture, but it cannot handle complex tasks well, since 
it is a simple set of convolutional and maximum pooled 
layers, following each other and finally completely 
connected layers (Fig. 5). Simply put, it cannot extract 
very complex features. 

On the other hand, initial networks have 
initial modules consisting of 3×3 filters, also 
known as point convolutions, followed by con-
volutional layers with filters of different sizes 
applied simultaneously. This allows initial net-
works to learn more complex features. They 
have more hidden layers compared to VGG19. 
Hence, they are used for more complex tasks.

Inception v3 consists of symmetric and 
asymmetric building blocks, including con-
volutions, pooling of averages, pooling of 
maximums, concatenations, exclusions, and 
fully connected layers (Fig. 6). Batch nor-
malization is widely used throughout the 

model and applied to activation inputs. The Softmax activa-
tion function allows the model to make probabilistic predic-
tions for each class, which is useful in classification tasks, that 
is, which class an image belongs to and makes it possible to 
determine plant species and their diseases.

In total, the initial V3 model consists of 42 layers, which 
is slightly higher than the previous initial V1 and V2 models.

The training dataset contains 23,102 pre-trained image 
sets. Including apples ‒2215, cherries ‒ 1717, corn ‒ 1834, 
grapes ‒ 2419, oranges ‒ 1576, peaches ‒ 1347, bell peppers ‒ 
1479, potatoes ‒ 1793, raspberries ‒ 1946, strawberries ‒ 1983, 
soybeans ‒ 1790, tomatoes ‒ 1791, indoor plants ‒ 2590 images. 
Healthy and diseased species of fruits, vegetables (Fig. 7) and 
houseplants (Fig. 8) were examined. For example, apple scab, 
black rot, cedar apple rust, corn leaf spot, gray leaf spot, com-

mon rust, northern leaf spot, grape black rot, esca 
(black beet) for grapes, grape leaf spot (isariopsis). 

To treat the disease, fruit leaves can be pro-
cessed in the first period of ripening. Fig. 7 shows 
healthy and diseased varieties of apples, the most 
common types of fruits in every garden.

This article reviews healthy and diseased 
houseplants for those interested in growing house-
plants (Fig. 7). During the experiment, an analysis 
of the results obtained and a comparison between the 
methods of traditional machine learning and deep 
learning were carried out. Table 1 below shows the 
result of the average accuracy of determining diseas-
es of indoor and garden plants (Table 1).

The performance of the model (Fig. 6) is really 
impressive. It has a deeper network compared to traditional 
machine learning methods, and its speed does not suffer. The 
result of the experiment (Table 1) showed a high accuracy of 
object classification compared to traditional machine learn-
ing methods.

 

 
  

Fig. 4. Deep learning model with convolutional neural networks

 

 
  

Fig. 5. VGG19 Convolutional Neural Network Architecture
 

 
 

  Fig. 6. Convolutional Neural Network Architecture Inception v3
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Table 1

The average accuracy of determining diseases of indoor and 
garden plants

Initial  
Images

       Algorithms

Decision 
Tree

Random 
Forest

Naïve 
Bayes

VGG19
Incep-
tion v3

Apple 78 % 79 % 82 % 90 % 93 %
Sherry 77 % 80 % 84 % 92 % 95 %
Corn 79 % 78 % 82 % 90 % 90 %

Grapes 80 % 81 % 84 % 93 % 95 %

Orange 78 % 79 % 82 % 90 % 93 %

Peach 79 % 78 % 82 % 90 % 90 %

Bell pepper 80 % 81 % 84 % 93 % 95 %

Potatoes 78 % 79 % 82 % 90 % 93 %

Raspberry 77 % 80 % 84 % 92 % 95 %

Strawberry 79 % 78 % 82 % 90 % 90 %

Soy 80 % 81 % 84 % 93 % 95 %

Tomato 78 % 79 % 82 % 90 % 93 %

5. 2. Implementation of a mobile application for the 
detection of plant diseases for breeders

Based on the experiment, 20,000 sets of images were 
considered. To see the effectiveness of deep learning meth-
ods, they were trained against traditional machine learning 
classification methods. In this work, when developing a 
mobile application, TensorFlow was used for deep learning 
models and FireBase for data storage. Fig. 9 below shows the 
working architecture of the mobile application.

 

 
  

a                                            b 

Fig. 7. Varieties of apple leaves: а – healthy; b – diseased 

 

 
  

 

  
  

a                                            b 

Fig. 8. Types of houseplant leaves: а – healthy; b – diseased
 

 
  

Fig. 9. The architecture of the mobile application
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Each image was pre-processed according to the require-
ments of the methods. Fig. 10 below shows a graph of the 
accuracy and loss of the training and testing datasets con-
sidered in this paper.

The accuracy of deep learning when training with the In-
ception v3 method was 92.5 %, and when testing it was 94 %. 
According to this model, the losses during training were 
about 8 %, and during testing ‒ 6 %. Fig. 11 shows the inter�-
face of the developed mobile application.

Fig. 11. Home page of the mobile application

As shown in Fig. 11, the user can check the status of 
the plants by uploading a picture from the gallery section 
of their mobile phone or by using the camera. The picture 

below (Fig. 12) shows one of the apple tree diseases in the 
database.

Fig. 12. Definition of apple disease

The database covers the most common 
diseases of many garden fruits and vegetables. 
For example, one of them is apple cedar rust.

6. Discussion of the results of using algorithms and 
methods of machine learning for image processing

With the help of modern technologies, problems that one 
has to face daily are solved. One of them is monitoring the 
condition of plants growing in our garden. In this work, it is 
recommended to identify and prevent diseases during their 
growth in order to obtain a good harvest of fruits. To solve 
the tasks set, methods for classifying machine learning and 
deep learning methods were considered. In addition, several 
methods were compared with each other to check the accu-
racy of the methods (Table 1). The advantages and disadvan-
tages of each method considered in this paper are taken into 
account. The advantages of decision trees are interpretabili-
ty, fewer data preparation, generality, and nonlinearity. And 
the disadvantages of this method are overfitting, feature 
reduction, data resampling, and optimization.

Random Forest has the advantage of reducing overfit-
ting in decision trees and helps improve accuracy, and flex-
ibility for classification problems and for regression, works 
well with both categorical and continuous values and auto-
mates missing values present in the data. However, despite 
these advantages, the random forest algorithm also has some 
disadvantages, such as it requires a lot of computing power as 
well as resources, since it builds many trees to combine their 
results, it also takes a long time to train, since it combines 
many decision trees to class definitions.

Naїve Bayes methods have the advantage of being simple 
and easy to implement, do not require as much training data, 
handle both continuous and discrete data, and scale easily 
due to the number of predictors and data points. And the 

 

 
  

Fig. 10. Graph of accuracy and learning loss and Inception v3 testing
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disadvantages of the method are that all predictors (or signs) 
are independent and rarely occur in real life. This limits the 
applicability of this algorithm in real use cases.

This algorithm runs into the “zero frequency problem” 
when it assigns a probability of zero to a categorical variable 
whose category in the test dataset was not available in the 
training dataset. It would be better if you use dithering tech-
nique to solve this problem.

Taking into account the advantages and disadvantages 
of each considered method, the Inception v3 algorithm was 
built into the developed mobile application. An important 
limitation of this method is the need to include deep learning 
image processing methods to improve the accuracy of this 
method as a further modification of the application.

7. Conclusions

1. In this work, 23102 pre-trained datasets of many com�-
mon garden fruits and vegetables were trained as normal 
plants and disease types. As image classification methods, 
the efficiency of machine learning methods Decision Tree, 
Random Forest, Naïve Bayes and deep learning methods 
such as VGG19, Inception v3 were analyzed. As a result of 
the experiment, the approximate accuracy of each model was 
determined. 

2. The created mobile application is cross-platform, that 
is, it is possible to work on any gadget. Using a mobile ap-
plication, the user can determine the type of plants and the 
presence of diseases in them from the photos stored in the 
gallery or using the camera in real time. The result of train-
ing the model using the Inception v3 algorithm was 93 %. It 

is the most optimal among the considered methods. It can be 
treated in a timely manner according to the type of disease 
identified. The user can take appropriate action based on 
the result of the percentage determined in the mobile appli-
cation. The implemented mobile application is simple and 
understandable to the user.
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