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Abstract. As cyber threats become increasingly sophisticated, traditional Security Information
and Event Management (SIEM) systems face challenges in effectively identifying and responding to
these dangers. This research presents the development of a STEM system integrated with machine
learning (ML) to enhance threat detection, anomaly identification, and automated incident response.
The integration of ML allows the SIEM system to go beyond conventional rule-based approaches,
enabling the detection of previously unknown threats by learning from historical data. The system
employs advanced algorithms to analyze large-scale log data and network traffic, providing real-time
insights and reducing false positives. Key features of this SIEM include anomaly detection, predictive
analytics, and adaptive thresholds, which allow it to adjust dynamically based on contextual data.
By adapting to new and evolving cyber threats, the system provides a more resilient and proactive
defense against potential attacks. The results indicate that integrating machine learning into SIEM
systems can offer organizations a more effective, scalable, and adaptive security solution, ensuring
the protection of critical infrastructure and data in a rapidly changing digital landscape.
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1. Introduction

The integration of Security Information and Event Management (SIEM) systems with machine
learning components can significantly enhance the effectiveness of data security. As digitalization
progresses in modern society, there has been a corresponding rise in cyber threats. The development
of an event management and data security system with machine learning elements is highly relevant
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and increasingly essential, as advancements in artificial intelligence offer new ways to improve both
security and defense mechanisms.

Incorporating machine learning into SIEM systems not only advances academic discourse but
also provides practical solutions that enhance the sustainability and responsiveness of data security
measures in an ever-evolving technological landscape. The sharp increase in modern cyber threats,
including malware, ransomware, and advanced persistent threats, underscores the urgent need for
improved systems. Machine learning integration allows SIEM frameworks to more effectively prevent
unauthorized access, quickly identify potential security breaches, and respond proactively to cyber
threats.

Conventional STEM systems primarily rely on static rules and signature-based detection mecha-
nisms to identify threats. However, as cyber threats become increasingly sophisticated, such systems
struggle to detect new and evolving attacks. Traditional methods are limited in their ability to ana-
lyze vast amounts of data and often fail to recognize emerging, unknown threats. This highlights the
necessity for advanced analytical approaches capable of identifying novel and subtle cyber threats
in a timely manner.

SIEM systems are critical components within Security Operations Centers (SOCs), providing es-
sential functions for the collection, normalization, and analysis of security events gathered from
various sources. These systems play a pivotal role in addressing the growing complexity of cyber
threats by enabling the efficient detection and management of security incidents through compre-
hensive data processing and event correlation [1].

In turn machine learning (ML) offers powerful tools for analyzing large datasets and uncovering
hidden patterns and anomalies. When integrated into SIEM systems, ML significantly enhances the
system’s ability to anomaly detection, incident prediction, automation of analysis, adaptability.

The objective of this research is to investigate and address emerging challenges in the domain of
event management and data security by developing an advanced Security Information and Event
Management (SIEM) framework integrated with machine learning components. The aim is to ad-
vance the state-of-the-art in event management and data security by providing a comprehensive and
innovative SIEM solution that leverages machine learning to tackle the evolving and increasingly
complex cyber threat landscape. A key goal of this research is to enhance the efficiency and ac-
curacy of incident detection, response, and resolution processes. By employing machine learning
algorithms, the proposed system aspires to create a self-learning framework capable of identifying
previously unknown threats and responding to them in real time.

ML models can learn the typical behavior of systems and identify deviations from the norm, which
may indicate the presence of security threats [2]. This allows for more dynamic and effective detection
of attacks that would otherwise go unnoticed by rule-based systems. By leveraging historical data
and patterns, ML can predict potential security incidents, enabling preemptive measures to be taken
before an attack occurs. This predictive capability greatly improves the proactive nature of SIEM
systems [3]. ML enables the automation of data analysis processes, reducing the reliance on human
intervention and significantly speeding up the detection and response to threats. This leads to a
more efficient handling of large volumes of security-related data. Also, one of the key strengths of
ML is its ability to adapt to new and evolving threats. Unlike static systems, machine learning
models can evolve in response to changing conditions, making them more effective in detecting and
mitigating novel threats over time.

Incorporating machine learning into SIEM systems thus enhances their overall efficiency, making
them more capable of addressing the complexities of modern cybersecurity challenges [4].

This research focuses on the application of machine learning components to enhance the effective-
ness of event management and data security systems. Traditional SIEM frameworks rely on corre-
lation rules to identify events associated with security threats. By incorporating machine learning,
the proposed system enables SIEM frameworks to autonomously learn from security event data,
allowing for the detection of previously unknown and emerging threats [5, 6].
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2. Methods

The research area for this project focuses on the development and evaluation of a machine learning-
based alert scanning system within a SIEM framework. The primary objective is to enhance detection
and incident resolution capabilities through the application of machine learning techniques. The
research methodology involves several key steps: first, conducting a comprehensive literature review
to understand the current implementation of STEM systems, particularly those incorporating machine
learning; second, developing and deploying an automated alert scanning system; and third, testing
the system using real-world cyber-attack scenarios to analyze its performance and effectiveness in
detecting and responding to threats. The results from these tests will be used to refine and optimize
the system’s capabilities.

The data utilized in this study was gathered from multiple sources to support the development and
evaluation of the SIEM framework. First, correlation rules were employed, which enable automatic
actions to be triggered based on real-time events received by the ObjectServer, thereby reducing the
number of events that operators need to troubleshoot in the Event Viewer. Second, Sigma rules, an
open-source format designed for easy description of significant log events, were incorporated. This
format is highly adaptable and can be applied to various types of log files, facilitating clear and
simple rule creation. Lastly, data from the Incident Response Platform (IRP) system was collected
post-implementation, including detection cases and response times, to further analyze and enhance
the system’s operational performance |7].

The data analysis process began with the preprocessing stage, which involved cleaning and stan-
dardizing the collected log records to facilitate easier investigation and decision-making. This step
ensured that the data was normalized, transforming various log formats into a common structure
that could be efficiently processed by the SIEM framework. The system was designed to generate
alerts when potential threats were detected, allowing for automated responses or recommendations
for manual interventions. The results produced by the framework guided the engineers in refining the
system, which included updating signatures, adjusting rules, training additional machine learning
models, and modifying other aspects of the system’s configuration to enhance its performance.

The tools and techniques employed in this study were critical to the successful development and
evaluation of the SIEM framework. Data checking involved identifying and referencing the appro-
priate documentation for the programs used, ensuring the accurate downloading and configuration
of correlation rules and their integration into the SIEM system. Network monitoring tools, such
as the ELK stack and Splunk, were employed to track network activity and identify trends that
could signal potential journal alerts. These tools were also used for network activity monitoring and
pattern analysis to detect possible security anomalies. Version control systems, like the ELK stack,
were utilized to manage different versions of the SIEM system, ensuring that port conflicts and other
potential issues were addressed [8].

Additionally, a test environment was established by acquiring the necessary system images to
ensure proper operation of the framework. Finally, testing and assessment tools were applied to
evaluate the effectiveness of the SIEM system when integrated with machine learning. This evalua-
tion included the use of software testing and performance assessment methodologies to measure the
system’s overall viability.

The development process begins with a foundational understanding of machine learning algo-
rithms, encompassing various types of attacks, their behaviors, signatures, and the data embedded
in log files. This knowledge is then integrated into the architecture of the scanning system, enhancing
its capabilities for more effective alarm detection and incident resolution.

The next step involves training the machine learning algorithms on datasets derived from MITRE
attack samples, enabling the system to analyze log files and detect anomalies. In this context,
artificial intelligence (AI) functions as the decision-making component, allowing the system to predict
and categorize potential threats with improved speed and accuracy [9].

A key feature of this approach is real-time scanning, which supports continuous monitoring and
immediate response upon the detection of an alert. This real-time capability is crucial in reducing
the workload on Level 1 (L1) engineers by automating much of the initial threat detection process.
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Finally, the system generates response scenarios, providing actionable recommendations to users
and alerting human supervisors for further intervention when necessary. The method is designed
to offer clear, phased responses to identified threats, ensuring prompt and appropriate actions to
mitigate risks. Reducing information security risks is most important for critical information and
communication infrastructure systems [10, 11].

Figure 1 outlines the various phases and their corresponding descriptions in the development and
implementation of the SIEM system integrated with machine learning. Each phase represents a
critical step in the system’s operation, from data analysis to threat detection and response.

Each phase represents a critical step in the system’s operation, from data analysis to threat
detection and response. These phases are integral to ensuring the system’s ability to predict, detect,
and respond to cyber threats effectively. Above is a detailed summary of the phases and their
descriptions. Each phase in this table contributes to the overall robustness and efficiency of the
SIEM system, ensuring that it can handle complex and evolving cybersecurity challenges.

K’hase 1. Data collection and analysis

[T‘hm phase involves the collection of data from multiple sources, including log ﬁles,}

network traffic, and system events. The data is then processed using machine leaming
algorithms to detect anomalies and identify patterns indicative of potential threats.

Phase 2. Training and model development

R—

In this phase, machine learning algorithms are trained on historical datasets, such as
MITRE attack samples, to enable the system to recognize and categorize new and
unknown threats.

e I

ML can be integrated to improve the accuracy and effectiveness of the solving and
detection process. By trainingamodelon CSV of MITRE attack, itis feasible to develop
a system that has high accuracy real-time pattern recogrution.

Phase 3. ML in SIEM ]

[ Phase 4. Continuous monitoring and improvement

hasbeen founded. it’s essential to keepfind and control the network for any new potential
alerts. Moreover, the scanning and detection techniques should be regularly updated and

Cybersecurity is a process that will not stop, in the digitalization world. After the threat
improved as new types of threats emerge. for the SIEM systems.

Phase 5. Incident response and threat mitigation

could disconnect the user computer, cleaning them, and bolstering security protocols to
fend off infestations in the future.

R S S

( Once a SIEM has been founded, the next step 1s to monitor and understand the alert. This

FicurRE 1 — Phases and their corresponding descriptions of the SIEM system integrated with ML
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3. Results and discussion

Figure 2 below presents the workflow of a Security Information and Event Management (SIEM)
system integrated with machine learning (ML) to enhance threat detection and response.
response J
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Ficure 2 — Workflow of SIEM System with Machine Learning for Threat Detection

According to figure 2 we can state, that the system begins by collecting user activities and logging
data from various sources such as endpoints, servers, and network devices. These logs capture
information about user actions and system events. The collected data is then securely stored in a
centralized database for further processing. This ensures that all relevant information is accessible
for analysis and threat detection. The stored data undergoes normalization, where it is standardized
into a common format by the SIEM system. This step ensures that data from different sources can
be analyzed uniformly and efficiently. The normalized data is analyzed using machine learning
algorithms to detect anomalies or patterns indicative of potential security threats. The ML model
continuously learns from historical data to improve its accuracy in identifying emerging threats.
Based on the ML analysis, the system identifies potential threats and generates alerts when suspicious
activity is detected. Omnce a threat is detected, the system sends alerts to engineers or security
teams, notifying them of the potential threat for further investigation and response. The system
provides recommendations and detailed information about the detected threat. The responses,
alerts, and actions taken are saved for future reference and compliance reporting. This workflow
ensures continuous monitoring, proactive threat detection, and timely response, improving overall
cybersecurity through the integration of machine learning and SIEM technologies.

The ELK stack we used is a combination of four tools: Elasticsearch, Logstash, Kibana, and
Filebeat. These tools work together to ensure the collection, processing, and analysis of large
volumes of data. Filebeat is responsible for sending logs to Logstash, which processes and filters
the data before indexing it in Elasticsearch. Kibana, in turn, provides real-time visualization and
analysis of the data, enabling deeper understanding and monitoring of events occurring within the
system.

The server was deployed with the installation of DVWA (Damn Vulnerable Web Application),
a web application designed for penetration testing. This application allows users to enhance their
skills in information security by offering a wide range of web vulnerabilities of varying complexity. It
is equipped with a simple graphical interface, facilitating interaction and testing. Figure 3 presents
the logs stored in Elasticsearch, which are visualized through the Kibana interface.

As part of this study, a ML algorithm in Python was developed to automatically send alerts
to the Layer 1 of SOC via a Telegram bot. The algorithm ensures timely escalation of incidents,
which allows for a prompt response to potential threats and minimizes risks to information security.
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Ficure 3 — ELK system

Consequently, Figure 4 shows an alert sent via a Telegram bot containing key information about the
nature of the detected attack.
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FicURE 4 — Telegram-bot for alerts from SIEM

This alert in Figure above was generated based on data processed by the machine learning system
and included several important parameters that facilitate accurate identification of the incident and
its subsequent handling. Firstly, the message specifies the IP address from which suspicious activity
was detected. This parameter is a critical indicator for identifying the source of a potential threat
and allows analysts to quickly take further actions, such as blocking or analyzing network traffic
originating from the given address.

Second, the date and time of the incident are included in the notification, allowing precise temporal
correlation of the event and determining exactly when the attack occurred. This information is
crucial for log analysis and correlating with other security events within the system.

Additionally, the alert contains information about the type of attack, which is classified based
on data analysis and the machine learning model. The attack type helps analysts understand the
nature of the threat, whether it is an attempt at unauthorized access, a DDoS attack, or another
form of cyberattack.
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Thus, the alert sent via Telegram provides a detailed message that gives the second-line support
all the necessary information for timely response. This automated approach significantly reduces
the time spent on incident analysis and improves the overall efficiency of the security system.

After downloading the CSV file, the next step is to train the machine learning algorithm and
verify its functionality as shown in Figure 5.

( Welcome To Colab

File Edit View Insert Runtime Tools Help Cannot save changes

— + Code <+ Text Copy to Drive
= Files O x

a B Cc B ®

¥ [12] import pandas as pd
E B from sklearn.model_selection import train_test_split
{.T} from sklearn.preprocessing import StandardScaler, LabelEncoder
L4 -Samp\e,dala from sklearn.metrics import accuracy_score, precision_score, recall_score, f1_score, roc_auc_score

from tgdm import tqd
o] . Untitled discover search.csv il

TNwcT Microsoft Excel.csv 1 s
(] . v @ data = pd.read_csv('Untitled discover search.csv')

. NwcT Microsoft Excel.xlsx

FicureE 5 — Code review

Additionally, the SIEM collects logs and security events from various sources like firewalls, intru-
sion detection systems, etc. These logs are processed and cleaned, as SIEM data tends to be raw
and unstructured. Preprocessing may involve transforming categorical data, normalizing values, and
handling missing data. Features such as IP addresses, ports, timestamps, and other event attributes
are extracted. This is a crucial step for any ML model to detect patterns or anomalies. Machine
learning models can be trained to detect security events such as anomalies, intrusion attempts, or
malicious activities. Examples of models used in cybersecurity are:

— Supervised Learning Models: Decision Trees, Random Forest, SVM, etc., are used for clas-
sifying known threats (requires labeled data).

— Unsupervised Learning Models: Anomaly detection models (e.g., Isolation Forest, DBSCAN)
can be used to detect unknown threats or outliers.

— Deep Learning Models: Neural networks can be used for more complex intrusion detection.

The code shown in Figure 6 is creating a pandas DataFrame to store the evaluation results of
several machine learning models and printing it.

results = pd.DataFrame({
'Model': ['SVM', 'Random Forest®', ‘Decision Tree', "AdaBoost'],
"Accuracy’: [svm_results[ ], rf_results[ ], dt_results[ ], ab_results[(]],
'Precision’: [svm_results[1], rf_results[1], dt_results[1], ab_results[1]],
'Recall’: [svm results[ ], rf_results[. ], dt_results[. ], ab_results[. ]],
'F1 Score": [svm_results[ '], rf_results[ ], dt_results[ ], ab results[ ]],
'AUC-ROC": [svm_results[4], rf_results[4], dt_results[4], ab_results[4]]

print(results)

FiGURE 6 — Creation of the algorithms

A DataFrame named results is created using the pd.DataFrame() function. This DataFrame
contains various performance metrics for four machine learning models:

'SVM’ (Support Vector Machine)
— ’Random Forest’
"Decision Tree’
— ’AdaBoost’
This code is designed to compare the performance of four different machine learning models
(SVM, Random Forest, Decision Tree, and AdaBoost) using multiple evaluation metrics (Accuracy,
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Precision, Recall, F1 Score, AUC-ROC). The results are organized in a structured DataFrame for
easy comparison and analysis.

FicurE 7 — Model training process

As shown in Figure 7, each class could represent a different type of security event or attack. This
convolutional layer extracts features from input data (such as event logs or patterns). In SIEM,
this could be used to detect spatial or temporal patterns in log data. This is used for multi-class
classification, where each class corresponds to a potential threat or security event. the trained model
would be used to predict potential security incidents or classify various types of security events based
on real-time data logs or historical data. The accuracy metric will show how well the model can
detect or classify security-related anomalies in these logs.

The model trained is a Convolutional Neural Network (CNN). The model is a CNN designed for
multi-class classification. This architecture is typically used for image data, but in the context of
SIEM, it could be adapted to classify security events or detect anomalies from event logs by treating
the logs in a similar structured manner. With the integration of a CNN model, this data can be
analyzed more efficiently to detect anomalies, classify threats, and provide real-time alerts.

The application of CNN in SIEM systems for enhanced detection and management of security
incidents is a promising approach, but it requires careful analysis of algorithm complexity and
execution time. The main task of SIEM systems is to process massive data streams in real time to
promptly detect threats and anomalies. CNN, as one of the powerful machine learning tools, can
be applied to identify complex patterns in data, but its computational complexity is an important
factor that affects practical applicability.

CNN are designed to extract local features, making them particularly suitable for analyzing time
series and logs that flow into SIEM systems. One of the key factors affecting the execution time of
CNN algorithms is their high computational cost, associated with the need to process large amounts
of data and train the model on a large number of parameters. CNN execution time depends on the
following aspects:

— Data volume: In SIEM systems, data streams can be enormous (e.g., network traffic, event
logs, audit logs), which requires scalable solutions. The larger the volume of data, the longer
the processing will take at the level of convolutions and fully connected layers.

— Execution optimization: To accelerate CNN execution, specialized hardware, such as
Graphics Processing Units (GPUs) or Tensor Processing Units (TPUs), is often used to
enable parallel data processing. However, this requires additional resources and may increase
the cost of implementing such solutions in STEM systems.

— Training and inference time: In SIEM systems, both the speed of training the model
and the real-time inference time is important. CNNs require considerable training time, but
deployed models must quickly and efficiently process new data to detect anomalies. Opti-
mization methods such as data preprocessing and dimensionality reduction can be applied
to this end.

Despite the high complexity of Convolutional Neural Networks, they can become a key tool for
improving the accuracy and efficiency of threat detection in SIEM systems. However, their successful
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implementation requires considering computational costs and execution time, as well as employing
optimization technologies to ensure fast and effective data analysis in real time. When the CNN
model detects a security incident, it triggers alerts within the SIEM system. The SIEM can:

— Generate Alerts: Immediate alerts are sent to security analysts, flagging the nature of the
threat (e.g., malware, phishing attack, insider threat).

— Automated Responses: The SIEM can be configured to respond automatically to certain
types of incidents as shown in Figure 8. For example, blocking a suspicious IP address or
isolating a compromised device from the network.

print|(recommendat ion])

o

fnA ycTpaHenws yR3BWMOCTH nepenonHennA Oydepa B npunoxernm XYI pexoMeHayeTCA NMPOBECTH ayaWT KO43, BuWABMTE W WCMPABWTE BCE CAYHaW NOTEHUMansHOro nepenonHexnA Oydepa, =&

»
FiGURE 8 — Results of integrating ML into SIEM

As shown above, system could automatically send recommendations in various cases, which min-
imize the human presence. By integrating a CNN model with a SIEM system, organizations can
significantly enhance their threat detection capabilities. The ability of CNNs to recognize complex
patterns and process large volumes of data makes them ideal for modern SIEM environments, where
cybersecurity threats are growing increasingly sophisticated. This integration allows for more accu-
rate classification of threats, real-time monitoring, and automated responses, helping organizations
mitigate security risks more effectively.

For the setting up environment in this project we used Google Colab. This includes installing all
the necessary libraries such as pandas, scikit-learn, and other essential packages for data manipu-
lation and model evaluation. Integrate SIEM logs with this script, possibly via APIs or exporting
data in CSV format.

We then upload our CSV file, ensuring the data is correctly imported. From there, we proceed
to test the machine learning algorithm, splitting the data into training and test sets, and evaluating
the model’s performance by checking its accuracy and other relevant metrics. This process helps
ensure that the code is functioning as expected and the algorithm is correctly identifying patterns
in the data.

1. Train_test split: used to split historical STEM log data into training and test sets for model
building and evaluation.

2. StandardScaler: Normalize numerical features in SIEM logs, such as the size of data trans-
ferred, or response time, to ensure ML algorithms perform better.

3. LabelEncoder: Convert categorical features like "event type" or "source type" into a numeric
format for model training.

4. Metrics (accuracy _score, precision _score, etc.): These will help evaluate how well your ML
model detects security incidents or anomalies from the logs. In an intrusion detection system,
precision and recall are especially important for measuring false positives and true detection
rates.

5. tqdm: This is useful for adding progress bars when processing large SIEM logs or during
model training, which can take a long time.

Next Steps for Full Integration:

1. Data Ingestion: Integrate STEM logs with this script, possibly via APIs or exporting data in
CSV format.

2. Model Training: Choose or build a model that fits your use case (anomaly detection, classi-
fication, etc.).

3. Real-time Application: Once trained, the model could be integrated to work on real-time
streams from SIEM, using Kafka, Logstash, or other log-streaming platforms.

We downloaded the CSV file, the next step is to train the machine algorithm and check whether it
works correctly. We go to Google collab and start writing. First, we need to install all the necessary
libraries and also upload our CSV file, and start testing and checking accuracy of the code.

JI.LH. T'ymunieB arsiagarst EYY xabapuibicbl. MaTeMaTnka, KOMIBIOTEPJIK FhIIBIMIAP, MexaHuKa cepusicbl, 2024, Tom 148, Ne3
Becrnuk EHY um. JI.LH. 'ymunesa. Cepusi MaremaTuka, KOMIbIOTEpHBbIE HayKu, Mexanuka, 2024, Tom 148, Ne3

14



A. Nurusheva, A. Abdiraman, D. Satybaldina N. Goranin

This code is designed to compare the performance of four different machine learning models
(SVM, Random Forest, Decision Tree, and AdaBoost) using multiple evaluation metrics (Accuracy,
Precision, Recall, F1 Score, AUC-ROC). The results are organized in a structured DataFrame for
easy comparison and analysis.

4. Conclusion

In conclusion, based on the information presented, an advanced solution is proposed for protecting
against various attacks, such as phishing and cryptographic attacks, commonly faced by many orga-
nizations. To ensure the security of corporate data, it is essential to understand proper information
storage methods, including the handling of passwords and files. Without such knowledge among
employees, a company remains vulnerable to cyber threats, even when firewalls are in place. It is
crucial to evaluate all possible protection strategies and implement necessary measures to secure
sensitive data. Furthermore, in the event of an attack, rapid and accurate response is imperative,
necessitating the development of an action plan to contain the threat and prevent its spread to other
critical files.

The increasing sophistication and coordination of cyberattacks have led to the need for more
advanced tools for protecting information systems, such as intrusion detection systems, antivirus
software, and firewalls. Each of these security tools generates streams of events with varying levels
of detail, and often, only by correlating events from multiple systems can an attack be accurately
detected.

To further improve efficiency, the automation of incident response processes through the integra-
tion of SOAR systems and the development of custom scenarios for SIEM is recommended. Automa-
tion is becoming increasingly vital in the field of information security, playing a significant role across
many areas. This approach enables continuous monitoring of threats specific to an organization.

The developed system has several key objectives, including data collection and normalization,
data correlation, alert generation, visualization dashboard creation, data storage organization, search
and analysis, and report generation. The system’s advantages lie in its use of reliable open-source
software, which eliminates the need for financial investment and increases the efficiency of SOC
analysts.

Several significant milestones were achieved in the project, including the installation of ELK and
TheHive on separate CentOS servers, the configuration of one CentOS server, and the deployment
of DVWA on another.

Additionally, a Telegram bot was developed to display alerts, configured to send notifications
for multiple brute-force attacks. The VirusTotal analyzer was integrated into TheHive and MISP
databases to detect and immediately remove malicious files.

Overall, this system offers a comprehensive data processing solution, utilizing software and hard-
ware tools capable of detecting and responding to critical incidents and events.
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Kayincizaik okuramapbia TuiMai aHbikTay MeH backapyaarbl SIEM xkyitenepingeri
MAaIITHAJIBIK, OKBITY aJropuTM/epi
O. Hypymesa ', O. O6gipaman ?, I. Carsioanmuna’, H. Topanum *
L3 JL.H.I'ymunes arsinarsl Eypasus yiaTTeK yEusepcureri, CoTbaes ke, 2, Acrana, Kasakcran
2 Astana IT University, Monrinix e kemr., 55/11, Acrana, Kazakcran
4 Temmvmmac atearsl Buibaioc Texankanbk yausepenteri (VilniusTech), Sauletekio xem., 11, 10223,
Bunbmioc, Jlursa

Anparna. Kubepkayinrep KypjeseHe TyCKeH CailbiH, KAyilCi3MiK TypaJjibl aKIIapATThl KOHE OKUFAJIaPIbI
6ackapyabi, (SIEM) mocrypoi »kyitesiepi ocbl Kayinrepl THIMI aHBIKTayAa KOHE OJIADFa Kayall Gepy/e
KWBIHIABIKTapFa Tam Oojaapl.  DBym 3eprTey KayinTi aHBIKTAYAbI, AHOMAJIUSIAPILI AHBIKTAYIbI KOHE
ABTOMATTAHIBIPBIIFAH OKUFATIAPFA YKayall 0epy/Ii KaKCapTy YIIiH MammHaIbIK okbiTyMeH (ML) Gipikripinren
SIEM xxyiteciniy gamybia yebiaabl. ML umaTerpammsicer SIEM xkyitecine ojierreri epexkejiepre Heriseares
TOCIJIIEp/IeH MIBIFYFa YKoHE TApUXW JEPEeKTeP/eH YIpeHy apKbLabl OYpbIH Oesricis Kayinrep/i aHBIKTayFa
MYMKiHgiK 6epemi. 2Kyite )KypHaJ1ap MeH YKeJIUTK TpadUuKTiH ayKbIMIbL JePEKTEPiH Tajaay, HAKThl YAKbIT
pexuMinge akmapaT 6epy KoHe KaJFaH MO3UTUBTEPl a3aifiTy VIMiH O3BIK, aJrOPUTMIEP/ Il KOAJAHAIbI. By
SIEM werisri MyMKiHJiKTepiHE AHOMAJHMSHBI AHBIKTAY, OOJKAMJIBI AHAJUTUKA YKOHE KOHTEKCTIK JIepeKTep
HeriziHJ/ie TMHAMHUKAJIBIK PeTTeyre MyMKIHIIK Oeperin Oeitimmeny mmekTepi Kipeai. 2Kana KoHe JaMbIll KeJjie
KaTKaH KubepKayinrepre GeiliMjiesie OTBIPHII, XKYile BIKTUMAJ Malybligapra KapChbl UKeMJl YKoHe OeJICceH Il
KOPFaHBICTBI KaMTaMachi3 ereqi. Hormxenep mammHaiblk OoKbITybl SIEM 2xyitesepine maTErparusiay
yHBIMIAPTa KBLIIAM 63TePeTiH M@ PIbIK JAHIIIA(TTa MAHBI3 AL HHPPAKYPBIIBIM MEH IePEKTEPIi KOPFay/Ibl
KaMTaMaChI3 €TeTiH THIMIipeK, MacIITabTaIaThIH KoHe OeliMIereH Kayirnci3mik mentiMil YChbiHa, aJaThIHbIH
KOpCeTesIi.

Tyitin cesmep: xkubepkayinrTep, MamuHaJBIK OKbITYy, SIEM, akmaparThlk Kayincismikri 6ackapy,
WHIWJIEHTTEPTe YKayal 0epy, MaHbI3Ibl HHPPAKYPHLIBIM.

AsropurMbl MarmmuHHOrO 00y4ueHusi B cucremax SIEM jisi ycoBepuieHCTBOBAaHHOTO
OoDHapy2KeHMs U YyNPaBJIEHUS COObITUIMU GE30IIaCHOCTH
A. Hypymesa !, O. O6aipaman 2, JI. Carsi6anguna®, H. Topanus *
1.3 Eppasuiickuii nanuonanbubii yausepcurer uvenu JI.H.Iymunesa, yoi. Carnaesa, 2, Acrana, Kazaxcran
2 Astana IT University, yi1. Manrumk e, 55/11, Acrana, Kasaxcram
4 Bunpatoccknit Texanuecknit Yuusepcurer um.[eanMuHaca (VilniusTech), yir. Sauletekio 11, 10223,
Bubnioc, Jlutsa

Awnnorammsi. Ilo mepe Toro, kKak Kubepyrpo3bl CTAHOBSITCsI Bce GoJjiee M3OMIPEHHBIMU, TPAIAIIMOHHBIE
cucreMbl yrpasieHust nHbopMmanueil u cobbrtusivu GesonacHoct (SIEM) craskuBarTcss ¢ TPYAHOCTSIMA
B 3} PEKTUBHOM BBIABICHUM W pPEardupoBaHUN Ha 3TH OMACHOCTH. B 3TOM HCCIeJOBAHUHU IIPEICTABJICHA
paspaborka cucrembl SIEM, unrerpuposannoit ¢ Mammuabiv o0y dernem (ML) st yorydimenus o6HapyKeHus
yrpo3, MACHTU(PUKAINA AHOMAJMH W aBTOMATH3UPOBAHHOTO PEArnpOBaHWs Ha WHIUIACHTHI. VIHTerparms
ML mnosBosisier cucreme SIEM BbIATH 3a paMKu TPaJIUIMOHHBIX IIOIXOJ0B Ha OCHOBE IIPABUJI, IO3BOJISIS
OOHApPYKUBATh PaHee HEN3BECTHbIE YIPO3blI, 00y4YasiCh Ha HMCTOpUYECKUX maHHbIX. CHcreMa HCIOJIb3yeT
[epeJIoBble  AJITOPUTMBI  JJIsi aHAJIN3a KPYIHOMACINTAOHBIX JAHHBIX JKYPHAJOB U CETEBOro TpadukKa,
MPeIOCTaBIAd WHMOPMAIINIO B peaJbHOM BpPEMEHM U COKPAIasg KOJUIECTBO JIOXKHBIX CpabaThIBAHUIL.
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Kirouessie ocobernnoctn srtoit SIEM Bruouaror obHapy»KeHune aHOMAJHil, MPEIUKTUBHYIO AHAJIUTUKY U
aJIAlITUBHBIE [TOPOTOBbIE 3HAYEHWsI, KOTOPBIE TO3BOJISIIOT €ff JUHAMHYECKH MOJCTPAUBATHCA HA OCHOBE
KOHTEKCTHBIX JAHHBIX. AJANTHDYsICh K HOBBIM WM PA3BUBAIOIINMCS KHOEPYrpo3aM, CHCTeMa 0becrednBaeT
6oJiee yCTOWYMBYIO W IPOAKTUBHYIO 3allUTy OT IOTEHIMAJBbHBIX aTakK. Pe3yJbTaThl MOKAa3bIBAIOT, UTO
MHTErpalys MallnHHOro 00y4denusi B cucrembl SIEM MoxkeT mpejioxkuTh oprasusaiusiM 60jiee 3pdeKTuBHOE,
MacImTabupyeMoe U aIalTHBHOE PeIleHre Mo 0e30MaCHOCTH, 00ECIIeINBAIONIee 3ATUTY KPUTUIECKH BayKHOMN
MHOPACTPYKTYPHI U JAHHBIX B OBICTPO MEHSIONEMCsT TG POBOM JIaHITadTe.

KirroueBbie ciioBa:  Kubepyrposbl, MarmumaHOe o6yuenue, SIEM, ympapienne uHMOPMAIMOHHOM
6€e3011aCHOCTHIO, PearupPOBaHUe Ha MHIMJIEHTHI, KDUTHYECKas HH(PPACTPYKTYPA.
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