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REVISITING THE EXPANSION OF THE DIPHONE DATABASE OF KAZAKH
LANGUAGE, WHICH IS THE BASIS OF INTERACTIVE SPEECH SYNTHESIZER

Rakhmetov A.M.
mailto:almaz.rakhmetov@gmail.com
Postgraduate at Eurasian National University, Astana
Supervisor — G.Bekmanova

Speech synthesis for several centuries occupied the minds of many scientists around the
world, their main purpose is to provide a speech synthesizer, that would be as close as possible to
the human voice. More specifically, speech synthesis is a computerized simulation of human speech
which translates written sentence to the sound. Nowadays, it is becoming essential part of the
systems developed by commercial as well as non for profit organizations. For instance, mobile
applications such as voice-mail support, translator with voice support, and applications aimed
at visually impaired people.

At the moment, there are many speech synthesizers of most common languages such as
English, Chinese, Russian, Japanese and other languages of developing countries. Today in the area
of synthesis of Kazakh language there already exists already progresses such as[1]:

1) Developed algorithms of transcription of Kazakh words and sentences;

2) Developed methods and algorithms for the analysis and synthesis of words, wordforms,

phrases and sentences of the Kazakh language;

3) Developed mathematical model of the phonetic system of the Kazakh language;

4) Developed an algorithm for training the model of Kazakh speech synthesis to a certain

speaker.

Kazakh scientists are making great efforts to explore the possibilities, methods and
techniques for the synthesis of the Kazakh language, but the results do not yet have reached to the
complete stage. In recent years, various strategies and programs being introduced, in one of them,
namely in the state program "Information Kazakhstan-2020" stands acute need to build information
systems that support human-machine interface. In public policy one of the main priorities is the
preservation and development of the state language. In this regard, it is necessary to form a real
demand for the Kazakh language in various spheres of information life.

There exist three main techniques of text to speech synthesis.

The first one is the Articulatory Synthesis method, which is based on the simulation of the
principles of speech production. It is accomplished by creating a synthetic model of a human
physiology and making it speak [2]. The model contains speech articulators such as tonque, jaw,
lips, nose etc . The human speech production organs and an idealized model is shown below in the
figure 1.1 Despite the fact that there have been couple of promising articulatory synthesisers, it is
very hard to build synthesisers using this method [3]. Therefore, this method is considered as least
used synthesiser.
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Figure 1.1: The human speech production organs and an idealized model [5]

Another method of speech synthesis is Formant Synthesis. Formant synthesisers specify
directly the formant frequencies and bandwidths as well as the source parameters. At least three
formants are generally required to produce intelligible speech and up to five formants to produce
high quality speech. Each formant is usually modeled with a two-pole resonator which enables both
the formant frequency and its bandwidth to be specified. There exists two methods for combining
formants: parallel and cascade. In the parallel formant synthesiser the excitation is applied to all the
formants in parallel and their outputs are summed up as a speech. In the cascade formant
synthesiser the output of first formant is applied to the input of the second one, output of the second
format is applied to the input of third one, and so on. The output of the last formants is considered
as an overall output speech [4].

The third and the most used method is Concatenative Synthesis. This method to synthesis
speech is based on producing sentence by simply concatenating word pronunciations which are
stored in the memory of the device. The method’s performance depends on the amount of the words
saved in the database. This method is good for synthesising predefined messages. However, it might
not be as efficient when it comes to the messages not predefined beforehand, because it is quite
impossible to store all the pronunciations of the words and common names.

Thus to solve this problem the concatenation of phonemes can be used instead of
concatenating words. This approach is better because it does not need huge memory to store the
phonemes, as most of the languages does not contain more than 50 phonemes. For example, English
language contains approximately 44 phonemes, German 46, Spanish 24, Portuguese 38 [5].
However, pronounciation of the phoneme in a phrase can be affected by neighbouring phonemes
[6]. Hence concatenation of phonemes might produce bad quality sound. Therefore, in modern
concatenative synthesis methods the syllables, diphones or triphones are used as the speech unit
length.

Kazakhstani scientists developed diphone list of Kazakh language, which contains around
500 (incomplete database in which each sound combination has only one analog) and 1,000
diphones (complete database in which consonants sound combinations have 4 options). [7] To
clarify the diphone database that will be used in the development of a speech synthesizer, we
performed an analysis of the database of Kazakh words used in the free encyclopedia
"Wikipedia.org". Performed the following activities:

1) Downloaded the database dump of Kazakh words used in the free encyclopedia

Wikipedia".

2) Written a script to remove unnecessary data such as tags, attributes, parameters of xml-

file to get a clean list of Kazakh words.
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3) Implemented a program to determine the list of diphones.
The analysis revealed additional 442 diphones, wherein each sound combination has only
one analog (Table 1).
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Table 1: additional 442 diphones
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Part of those 442 additional diphones encountered in the words which are borrowed from
different languages such as russian, arabic, french, etc. Others encountered in the proper nouns.
Based on the results of our analysis in order to develop the Kazakh speech synthesizer, we
need to solve the following tasks:
1) Create diphone database of Kazakh language voiced by a specific speaker.
2) Analyze the existing diphone concatenation algorithms.
3) Investigation of possibilities of their application in realization to the diphone-based Kazakh
language synthesizer.
4) Development of interactive speech synthesizer of Kazakh language.
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KOHIEIIHS SMART GRID: YIIPABJIEHUE NPEJIJIOKEHUEM, IPU HAJINUNU
AJIbTEPHATUBHBIX HCTOYHUKOB DJIEKTPODHEPTMH B CITPOCOM
BBITOBBIX IOTPEBUTEJEI, PEATU30BAHHOE HA BA3E HEYETKOM JIOTUKH
(FUZZYLOGIC) AITOPUTMA MAMJIAHM (MAMDANI ALGORITHM)

Cenasp Koncrantun BajieHTHHOBHY
sedlyar.konstantin@mail.ru
Crygnent 5 kypca benopycckoro I'ocynapctBeHHOro TeXHOJIOTHUECKOTO0 YHUBEPCUTETA,
MuHnck, Pecny6nuka bemapych
Hayunsriii pykoBogutens — A.C. IMUTpUYEHKO

B OonpmHCTBE MHIYCTPUAIBHO PAa3BUTBIX CTPaH B KayecTBE OCHOBOIIOJIATAIOIIErO
peIIeHHs YJHEPTETHUECKUX MPOOIeM MPUHST ITyTh MHHOBAIIHOHHOTO Pa3BUTHSI AJIEKTPOIHEPTETHKH,
3a1<m0qa10u11/1171c;1 B paJuKaJIbHOM HU3MCHCHHUU CHUCTCMbI B3IJIAA0B Ha €C PpOJIb WU MCCTO B
COBpPEMEHHOM O00IIIeCTBE M B 00IIecTBe OyayInero Ha 6ase kouuenmun Smart Grid.

[To pa3nuyHBIM MPOTHO3aM, MUPOBOE MOTPEOICHUE dIEKTPOIHEPruu B Ommxkaiimue 20 et
BbIpacTeT Ha 25-30%. OtoT dakrop Gopmynaupyer nmpodiieMy: Kak B YCIOBHSIX 3HAUUTEIHHOTO
M3HOCA DHEPTeTUYECKOTr0 00OpYyIOBaHUS, KOTOPHI HAOMIOJaeTCs MPAKTUYECKH BO BCEX CTpaHaX
MHpa, W OTPAaHUYCHHOTO (PUHAHCHPOBAHUS OOECIICUYUTh BCE BO3pacTalONIUe TOTPEOHOCTH
9KOHOMUKH M HaceleHus B AekTpodHeprun? Konuenmms Smart Grid u npu3BaHa OTBETHTh Ha 3TOT
Borpoc. Mest 3akirodaeTcss B TOM, YTO, €CIM HENb3s KapJWHAIBHO PEKOHCTPYHPOBAThH CETh,
HeoOxouMo cenath ee 6osee ymHo# [1].

1. CymHocTh ynpasjeHHe CIIPOCOM H NPeII0KeHHEeM

K HacrosimeMy BpeMmeHHU, moBbilIeHHE d()PEKTUBHOCTH HCIOJB30BAHUS YHEPTrOPECYpPCOB U
MOUCK AIbTEPHATUBHBIX MCTOYHUKOB PHEPTUU SIBIISETCS MPHOPUTETHOHN 3anauell oOIecTBa, HO
pellleHre ee MpenocTaBlieHO Ham — ydeHbIM. CerofHsi, B pa3BUTHIX CTpaHax, pa3pabOTaHbl U
AdKTUBHO BHCAPAIOTCA  PA3JIMYHBIC TCXHOJIOTMHU  HUCIIOJB30BAHUA  TAKHUX B0306HOBHH€MBIX
nctouyHuKoB sHepruu (BUD) kak sHeprus coiHia, SHEprusi BeTpa, YHEPrusi IPUIUBOB U OTJIUBOB U
Aap. HOKa, CTOUMOCTb DHCPTHUU OT BOSOGHOBHHCMBIX HUCTOYHUKOB SHCPruv AOCTATOYHO BBICOKA B
CPaBHEHUHU C TPaTUIIMOHHBIMH, HO BCE )K€ BCE Yallle CTOMT BOMPOC BbIOOpa MEXKIY pa3InYHBIMU
HCTOYHUKAMHU. JTO CBI3aHO C TEM, 4TO C BOIIPOCOM CTOUMOCTH HOIOJIHUTCIIBHO CTOAT BOIIPOCHI
OHEPTeTUUECKOW M OKOJOTHYECKONW Oe30MacCHOCTH, YCTOMYMBOCTH TIOCTABOK, IOJMTHYECCKUE
BOIIPOCHI U HEKOTOphle Apyrue. Ciaydau, Korja BOIMPOCH CTOUMOCTH SHEPTUU, SHEPIeTHUECKOU U
9KOJIOTMUECKOM 0e30MacHOCTH, YCTOWYMBOCTU MOCTABOK CXOJIATCS, OyIyT PacCCMOTPEHBI B TaHHOM
JIOKJIAJIE.
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