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by replacing language units, but through speech words-texts that have a certain meaning [9].
Moreover, the meaning of the text does not imply a simple sum of the meanings of language units.
It implies that the main task of the translator is to extract meaning from the original message and
reproduce it in the translated text.

According to this theory, the translation process is divided into three stages:
comprehension, deverbalization and re-expression. At the same time, among these stages, the
deverbalization process is of great importance. Initially, the interpretive theory was developed on
the basis of empirical experience and observation of the translation process, which allows you to
study the cognitive process of translation in more detail than written translation. Spoken words and
sounds quickly disappear, but the meaning remains. The conclusions of translators in other
languages make it clear that meaning is a consequence of understanding, which consists of two
elements: the contextual meanings of the language and cognitive applications. Thus, the
development of this theory came from the study of interpretation, and that close attention was paid
to understanding. Therefore, interpretive theory is not just an abstract concept. Its roots lie in
practice, and practice enriches theory, which in turn helps many professional translators.

Consequently, through the theories outlined above, it is known to what extent modern
translation studies have begun to take a new approach to many translation practices and theories. It
would not be superfluous to say that these are theories that serve as a guide for translators not only
to achieve their goal in the translation process, but also to overcome various linguistic and lexico-
semantic difficulties and convey the "meaning"” of the source text. All theories have a certain value
for the general science of translation, and especially for translation studies. Because they are not
only based on direct measurement of the components of the translation process, but on individual,
sometimes very successful observation of the object. That is why none of the modern theory and
models of translation can occupy a dominant position. However, all these theories contribute to it,
taking into account the soul side of the object of translation science.
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Because the conflict between man and machine is the focus of this study, we draw on earlier
scientific research to distinguish between language analysis and synthesis and translation. It is first
required to define the science and the fields that research it in order to completely comprehend
machine or automatic translation. Studies on automatic translation are primarily found in the fields
of applied and computational linguistics because it is a modern linguistics topic that is carried out
by a computer. One can systematically summarise the genesis, history of development, and
accomplishments of machine translation by taking into account the research format and
characteristics of these sciences.

Applied linguistics is a branch of linguistics that deals with the development of practical
methods for using language. While translation studies or translation theory is one of the main areas
of applied linguistics dealing with the study of language, computational linguistics, corpus
linguistics, and machine translation are areas of applied linguistics that are related to the applied
sciences. For example, in the modern period of information technology, applied linguistics is
actively conducting research on automation [1, p. 140-142]. Computational linguistics is a branch of
applied linguistics that deals with the processing of computer programs that model language data
and language functions, and a set of necessary technologies [2, p. 7].

To date, the use of a mathematical model, as well as its software or hardware implementation,
built on the principle of organization and functioning of biological neural networks (networks of
nerve cells of a living organism) underlies a new neural translation technology, which has recently
been used by Google and Google Corporations. Microsoft, called Google Neural Machine
Translation (GNMT). The Google neural machine translation system based on the “millions of
examples” learning system was introduced in 2016. Note that the starting point of machine
translation is considered to be 1954, when the Georgetown experiment was carried out, which
consisted in translating 60 sentences on special chemical topics from Russian into English, which
was based on 60 sentences with 250 specialized terms and six grammatical rules. Then the first
generation of machine translation (the first half of the 1960s) was born, based on the word-for-word
translation technique, the second generation (the second half of the 1960s, early 1970s) was based
on the syntactic structures and grammatical rules of the input language , in the 1990s. systems of a
semantic type appear. Rule-based systems are divided into two subtypes: transfer (for example, the
PROMT system) and interlinguistic, with the general idea of connecting the input and output
sentence. At the end of the XX century. the statistical approach turned out to be predominant -
machine learning on the example of hundreds of thousands of parallel texts in different languages of
the same content (“Yandex. Translation”) with further independent decision making.

Yandex launched a neural network translation program in 2017, the main difference of which
was declared hybridity. The Yandex translator program translates the sentence simultaneously by
two methods - statistical and neural network, and then, using the CatBoost algorithm, finds the most
suitable translation option. It is believed that neural translation does not cope well with short
phrases; when translating intricate phrases, neural networks can “fantasize” too much, while a
simple statistical translation will find both words without any problems.

Thus, despite significant progress in the field of machine translation over the past few years, a
complete solution to the problem of machine translation has not been implemented; for example,
researchers are trying to implement a program of oral simultaneous machine translation or to teach
neural networks to replenish their vocabulary on their own. [3, p. 118]

Neural machine translation (NMT) is a form of machine translation that uses neural networks
to translate text from one language to another. NMT is a relatively new approach to machine
translation that has shown promising results in terms of translation quality and accuracy.

The basic idea behind NMT is to use a neural network to learn how to translate text from one
language to another. The neural network is trained on a large corpus of parallel text, which consists
of pairs of sentences in the source language and their translations in the target language. The neural
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network learns to map the input sentences in the source language to their corresponding translations
in the target language.

One of the advantages of NMT over earlier machine translation approaches is that it is able to
take into account the context in which words and phrases are used, which can improve the accuracy
of the translations produced. NMT also tends to produce more fluent and natural-sounding
translations than earlier machine translation approaches.

However, NMT still faces a number of challenges. One of the main challenges is the need for
large amounts of training data in order to achieve high translation quality. In addition, NMT
systems may struggle with rare or technical vocabulary, as well as with idiomatic expressions and
other forms of non-literal language use.

Despite these challenges, NMT is a rapidly developing field, and many researchers and
companies are working on improving the accuracy and efficiency of NMT systems. With continued
advances in machine learning and natural language processing, it is likely that NMT will continue
to play an increasingly important role in the field of machine translation.

Statistical modeling was once considered the most common machine translation. This has
changed with the advent of neural machine translation. Knowing the principles of statistical
machine translation, we will consider the requirements for the new system, identifying the main
linguistic difficulties of automatic translation in front of a neural model. Since artificial intelligence
and the neural network component in the mechanism of neuromachine translation are new, based on
the work of scientists who built the NMT system, and on the basis of domestic experience, it can be
concluded whether the capabilities of the machine have increased during the translation process or
not.

The two main objectives of translation are language acquisition and adequacy, i.e. the
translation can be read as clearly as any other text in the same language and still retain its original
meaning. Depending on the genre style and the use of the text, the translator prefers one of these
two somewhat contradictory goals. When translating fiction or poetry, the language and emotion of
the work is more important than accuracy, and when translating a manual or official document,
more attention should be paid to the meaning of the original, even if the phrases seem strange. For
example, the phrase used in a newspaper article, "about the same population as Nebraska", if
translated into Chinese, it is unlikely that Chinese citizens would know how many people live in
Nebraska. Or “the American newspaper The New York Times” translated from a foreign language
looks like a tautology in English. The American reader can, of course, learn about one of the largest
cities in his country and begin to look for hidden meaning in the emphasis on such a people.
Conversely, the phrase "Der Spiegel reported” can confuse Americans because they don't know that
Spiegel has a German news weekly. The reader should not think about determining the exact
meaning of a text by comparing it with the original. An ideal translation, in any case, a successful
translation should not be felt as a translation [5, p.4-5].

Machine translation is the process of automatically translating text from one language into
another using computer programs and algorithms. Even though machine translation is becoming
more popular and getting better every year, it has several issues that make it difficult to use in some
cases:

- Limitations in understanding context - machines cannot understand the context in which
words are used, and this factor can lead to inaccuracies in translation.

- Limited ability to reproduce the style and nuances of language - machines can translate word
for word, but cannot always reproduce the subtleties of the language and the feeling that the author
wanted to convey.

- Limited ability to translate phrases with multiple meanings - machines cannot always
determine the correct context in which a word with multiple meanings is used, which can lead to
inaccuracies in translation.

- Limited access to linguistic information - Machines may have limited access to linguistic
information and may not have sufficient knowledge to translate text accurately.
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- Difficulties with translating slang and idioms - machines cannot always translate slang and
idioms accurately, as they are often used in contexts that cannot be easily understood due to their
specific nature.

- Limitations in the translation of multimedia materials - machines cannot always process
multimedia materials such as video and sound, which can make it difficult to translate such
materials.

Despite these limitations, machine translation still has many uses, especially in the field of
technical translation where specific terms and phrases are used. However, in cases where accuracy
and stylistic accuracy are very important, it is better to use the services of professional translators.

A corpus is just a collection of texts. The corpus must be representative, complete, of
sufficient size, economical, structured and computer-supported. Also, corpora are often used, the
texts of which are marked with intralinguistic and extralinguistic information. It is very useful in
research in various areas of linguistics, since these features are not only structural and linguistic in
nature, but also include such data as the title and author of the text, year and place of publication,
genre and style, topic. [4, p. 97-100].

Corpus linguistics is a branch of applied linguistics that generalizes the principles of
automated creation and use of collections of linguistic texts (corpora). Corpus linguistics deals with
the compilation of corpora of texts used in electronic media and experimental approaches to
language research based on corpora written in various genres and styles. In automatic translation,
corpus linguistics offers parallel corpora, and this science has made a great contribution to the
collection of alternative sequences of each word for text translation [4, p. 97-100].

In the case of small languages, where the available corpora are clearly not enough, the
Yandex. Translate system turns to other, larger languages with similar models.

For example, for problems with plural formation, the system turns to a related language -
Spanish, in which the endings -s / -es form the plural. Encountering a plural in the Spanish corpus,
the machine looks for a match in papiamento and concludes that the plural marker in this language
is the ending -nan. The same algorithm works for other inflection rules. [6, p. 4]

If the computer does not even know the initial form of the word, then it finds similar words in
the available corpora of other languages. Yandex technology can understand the difference between
sounds and borrow some words when translating: cas = casa (Esp.) = house

There can be several matches, and each of them can have different meanings. Having met an
unknown word in papiamento, the translator finds two matches in the corpora of related languages,
and if they have different meanings, then the system builds both versions of the translation, and
then, analyzing a large number of corpora, concludes which of the variants is more likely.

By taking into account factors such as family ties and creating complex language models,
Yandex managed to make a translator for a language with only 300,000 speakers and a meager
amount of parallel texts, on the basis of which ordinary statistical machine translation could not
create a full-fledged translator.

Statistical machine translation (SMT) is one of the approaches to machine translation based
on the use of statistical methods and probabilistic models to construct the translation.

One example of SMT is Yandex.Translate, which uses machine learning methods and
statistical models to translate texts from one language to another.

The translation process in Yandex.Translate begins with tokenization of the source text, i.e.
dividing it into separate words or groups of words. The system then analyzes these words and
matches them with the corresponding words in the target language using statistical models.

To build a translation, the Yandex.Translate system uses a large corpus of parallel texts - texts
that have parallel versions in different languages. These parallel texts are used to train the system so
that it can determine which words and structures in one language correspond to which words and
structures in another language.

One of the advantages of SMT is its relative simplicity and efficiency - the Yandex.Translate
system can quickly translate texts into different languages using a large corpus of parallel texts.
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However, SMT also has some disadvantages, including difficulty in translating unusual or unknown
words, and difficulty in translating idioms and other forms of ambiguous language.

In general, SMT is still one of the most common approaches to machine translation, although
new methods such as neural networks are beginning to be actively used in this area as well.
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Kazakh fairy tales are an important part of the cultural heritage of the Kazakh people. These
tales, which have been passed down through generations of oral storytelling, are deeply rooted in
Kazakh culture, containing references to customs, beliefs, and traditions that are specific to the
Kazakh way of life. However, translating these tales to English can present several challenges,
including the issue of cultural differences, the complexity of the Kazakh language, and the
preservation of the oral tradition.

One of the primary challenges in translating Kazakh fairy tales to English is the issue of
cultural differences. These tales often contain references to customs and traditions that may not be
familiar to English-speaking readers. For example, Kazakh fairy tales often mention specific types
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