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1. Introduction

The integrity and consistency of the speech produced are 
directly related to the repeated mention of the same essences. 
Therefore, in speech, we often encounter the mention of cer-

tain objects of extralinguistic reality, which are called refer-
ents, and the process of referencing actualized names is refer-
ral [1]. The establishment of referential relations in discourse 
is one of the most pressing, but difficult to model problems of 
automatic text analysis. This is partly due to the possibility 
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This paper considers an approach 
to resolving referential relations 
when extracting information from a 
text. The proposed approach is an 
attempt to integrate the multifactorial 
model of the activation coefficient 
with the approach to resolving the 
referential ambiguity of the text 
when replenishing the ontology. The 
found objects are compared based 
on an assessment of the proximity 
of attributes and relationships of 
objects. An ontological interpretation 
of relations and measures of similarity 
of attributes based on a multifactorial 
model is proposed. This model 
is distinguished by the fact that it 
makes it possible to introduce the 
concepts of "rhetorical distance", 
"linear distance", "animation", 
"distance between paragraphs", and 
"syntactic and semantic role of the 
antecedent". A multifactorial model 
is proposed, which is a necessary and 
sufficient component for the purpose 
of explaining the measure of similarity 
of referents for choosing the best 
applicant. The counting system and 
its modification were revealed by trial 
and error; the work was carried out 
until the selected numerical weights 
began to explain all the available 
material. The current study also 
examines the factors of choice of 
reference devices that make it possible 
to work with complex sentences and 
texts. Moreover, examples of finding a 
measure of proximity in a multilingual 
system for the Kazakh, Russian, and 
English languages are offered. For the 
current paper, texts in the Russian, 
English, and Kazakh languages were 
used as a source for practical tasks. 
The texts were selected using news 
articles on the Internet sites where 
translations into other languages, 
including those named above, were 
offered.

The authors of this study have 
done massive practical work, which 
confirms the correctness of the thesis 
they are considering
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The next important component of a given cognitive mod-
el is filters. In the process of resolving referential relations, 
there are cases of an equal measure of similarity in several 
referents at the same time ‒ such a phenomenon suggests the 
emergence of a referential conflict (referential ambiguity). 
The reference conflict filter prohibits the use of a pronoun if 
there is an equal measure of similarity in more than one ref-
erent, thereby resolving the ambiguities that arise. A given 
filter does not affect the measure of referent similarity, so it 
is a separate component of the cognitive multifactor model. 
The tools that help resolve referential conflict are called ref-
erential deconflictors. Referential deconflictors in the cases 
where pronouns are used are grammatical gender, which, in 
turn, is consistent with the gender of only one of the refer-
ents. There are two types of deconflictors:

1. Conventional ‒ based on the definition of grammatical 
gender (more suitable for the Russian-language and En-
glish-language texts).

2. Occasional ‒ based on semantic compatibility with the 
context, knowledge about the world, and the exclusion of an-
other referent from the number of possible due to its binding 
to another referential expression.

A referential conflict is considered resolved if reference 
deconflictors are triggered.

Modern advances in the field of computational linguistics 
are associated with the introduction of the latest methods of 
artificial intelligence based on neural networks, the develop-
ment of methods for their integration with classical approach-
es, and the availability of a large amount of language data 
specially prepared to solve the problems of automatic text 
analysis. However, most of these resources are created for En-
glish, and there are very few corpora with reference markup. 
Accordingly, there is a need to devise a model for resolving 
referential relations in a multilingual system.

2. Literature review and problem statement

Paper [1] examines the referential choice between full 
name groups and anaphoric pronouns in the English-lan-
guage newspaper articles. Machine learning methods are 
introduced using probabilistic characteristics, which are 
attributed by the logistic regression algorithm.

The authors of [2] consider referential conflicts in artistic 
poetic work. To this end, they used several discursive factors 
of referential choice. It is shown that with an active discur-
sive factor, the status of the referent and its identification in 
the cognitive system of the speaker, the internal properties 
of the referent can resolve referential conflicts in the poetic 
lines. The intrinsic properties of the referent are understood 
as animacy, linear and rhetorical distances to the antecedent, 
discursive boundaries, and semantic-syntactic characteristics 
of the antecedent. All this suggests that it is advisable to con-
duct a study on the analysis of newspaper articles.

of changing the meaning of 
the statement and the degree 
of its accessibility depending 
on which referential medium 
the speaker uses. It can be a 
proper name, a pronoun, or 
a descriptive name group. If 
one referential expression re-
fers to another that was used 
earlier, then an anaphoric re-
lation (anaphora) is established between them, the last of the 
expressions is called an anaphora, and the preceding one is 
called an antecedent.

The reference has been the subject of a number of very 
interesting and productive studies in recent years. A dis-
tinctive feature of those works is the consideration of a large 
number of different discursive factors that affect the choice 
of reference devices.

Of particular importance is the correlation of the pro-
cesses of information extraction and replenishment of on-
tology. On the one hand, ontology is used to represent the 
results of information extraction, and on the other hand, 
the knowledge presented in the ontology helps solve specific 
problems of information extraction. The task of extracting 
information is considered as the task of identifying all refer-
ences to objects of a given subject area (SA): entities, situa-
tions, events, states of objects, processes, etc. Found objects 
should be represented as instances of concepts and relations 
of SA ontology. Moreover, it is required to establish referen-
tial relationships between all objects found in the process of 
text analysis and instances of concepts and relations of the 
information content of ontology. This, in turn, does not ex-
clude the possibility of adding new instances to the ontology.

This study uses a multifactorial quantitative approach 
to referencing, based on the notion that referential choice 
depends on the degree of activation of the referent in the 
focus of the speaker’s attention [1]. The degree of activa-
tion, in turn, is associated with a number of factors that are 
determined by the properties of the referent, anaphora, or 
antecedent, and the structure of the text. To measure the 
level of activation within the framework of a given theory, 
the concept of “similarity measure” is used. The greater the 
value of the similarity measure, the greater the likelihood of 
using a reduced referential expression. The referential choice 
is not always a completely deterministic and categorical 
choice. For example, there are positions where only full name 
groups are used, and in some cases, only pronouns are used. 
There are intermediate cases where both full referential ex-
pressions and reduced ones can be used.

The measure of similarity used in a given cognitive mul-
tifactorial approach to measuring the degree of activation 
depends on a set of different factors. The weight of each fac-
tor is summed up to obtain a measure of similarity, and de-
pending on its value, a reduced or complete referential agent 
is used. Activation factors affecting the choice of referential 
expression can be related both to the referent itself and to 
the context of the statement (Fig. 1). Among the discursive 
structure factors that influence referential choice are the 
different types of distances from anaphora to antecedent. 
Such as linear distance in clauses, sentences, paragraphs, and 
rhetorical distance. The rhetorical distance in the hierarchi-
cal structure of discourse presented within the framework of 
the rhetorical structure is understood as the distance from 
the anaphora to the antecedent.
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Fig.	1.	Reference	selection	model
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In work [3], the author establishes the specificity of the 
correlations of the antecedent and the referential means, 
considering them as the basis for the deployment of a com-
plex discursive anaphora of a propositive nominal type, and 
also describes the specificity of two options for resolving 
the anaphora (directions of purpose and resources). The 
condition for modeling the linguistic situation of resolving 
the referent in the goal is the generation in the mind of the 
subject of a situation correlated with the target event, action, 
process, and reference content of the antecedent anaphoric 
complex. The structural minimum of the second direction of 
anaphora resolution is three-part structures.

The authors of [4] distinguish two types of factors that 
have a special impact on the assessment of the degree or 
measure of the referential proximity of two objects: discur-
sive and semantic factors. Discursive factors are factors that 
are determined by the way objects in the text are expressed, 
their location relative to the structure of the text, as well as 
relative to each other. Semantic factors are factors that de-
termine the assessment of the “similarity” of objects by their 
ontological structures and connections.

In work [5], the authors, in addition to the factors of the 
two types presented in [4], single out another factor ‒ logical 
ontological. It makes it possible to consider the totality of 
the evaluation between objects and relies on the definition 
of the properties of relations given in the ontology. The pro-
posed approach to the resolution of coreference is character-
ized by the following features:

– a distraction from discursive factors and emphasis on 
subject knowledge, primarily on the ontology of the subject 
area, regarding which the tasks of extracting information, 
removing ambiguity and resolving coreference are solved;

– scalability of the solution – the approach is applicable 
to the rules of information extraction and reference factors;

– independence (autonomy) ‒ the approach is focused on 
fully automatic processing and does not require the input of 
the “correct” results of morphological analysis, the absence 
of grammatical errors, and complete parsing of sentences;

– integration of computational and linguistic models and 
methods of text analysis at the stage of semantic processing.

Thus, in order to resolve coreference, weighted coreferen-
tial connections between objects are established, while hy-
potheses (connections) are formed on the basis of a linguistic 
model, and resolution (choosing the best hypothesis) is 
formed on the basis of statistical data. The approach is tested 
on the texts of technical specifications from the subject area 
of automated control systems.

The approach proposed by the authors of [6] is based on 
subject knowledge, primarily on the ontology of the subject 
area. It provides extensibility with respect to information 
retrieval rules and referential factors. Also, the approach is 
focused on fully automatic processing and integrates compu-
tational and linguistic models and text analysis methods at 
the stage of semantic processing. A given approach is tested 
on the texts of technical specifications from the subject area 
of automated control systems.

The author of [7] attempts to consider the indexical shift 
from the standpoint of psycholinguistics of discourse. An 
indexic shift is understood as the phenomenon that some 
deictic expressions in additional subordinate clauses are 
interpreted not with respect to the context of the entire 
speech act but with respect to the coordinates given by the 
matrix clause. The factors affecting the referential choice are 
determined ‒ distance, priming of one of the referents, and 

their mutual location. The experiment was conducted with 
speakers of the Mishar dialect of the Tatar language.

In work [8], the author comes to the conclusion that ambi-
guity in advertising is created intentionally. It is contextually 
conditioned and is usually resolved by means of pre-defined 
algorithms by the sender, which are “keys” in the form of infor-
mation redundancy markers that orient the recipient to select 
one of the meanings. Such an algorithmic formation and reso-
lution of ambiguity makes it possible to attract the attention of 
the recipient and creates the illusion of an independent resolu-
tion of the problem (removal of ambiguity). A given formation 
is a “programmed choice” in the actual absence of choice and 
corresponds to the linguistic manipulation characteristic of ad-
vertising discourse. The object of semantic modulations in the 
slogan ‒ the classic advertising genre ‒ becomes one linguistic 
unit. This contributes to the creation of semantic uncertainty, 
which, however, is easily resolved with the help of markers of 
information redundancy (indicating the name of the product, 
using the image of the product packaging on the poster, includ-
ing a broad context). In the second stage of manipulation, the 
ambiguity is completely removed, leaving the addressee with a 
“choice” of a single programmed meaning.

The model reported in [9] makes it possible to obtain 
high-quality results for the recognition of coreferential bonds 
with an accuracy of up to 60 %. To improve the results, one 
can customize the model by changing (deleting/adding) the 
components of the parametric vector. At the same time, it is 
impossible to obtain an unambiguous universal model suit-
able for all types of coreference.

In [10], the author tries to define the concept of coref-
erence, overviews existing approaches to the automatic 
resolution of coreference, substantiates the relevance of the 
study, and chooses an algorithm for solving this problem for 
the Russian language.

The above works [1–10] involved monolingual systems: 
English, Russian, and Tatar, and do not include the Kazakh 
language due to the lack of a marked multilingual corpus. 
The absence of such studies in the multilingual system (Ka-
zakh, Russian, English) makes it possible to update the 
development of a model for resolving referential relations in 
this area. Therefore, devising a unique multilingual resource 
could help solve the problem associated with the need for 
automatic text processing in a multilingual system.

3. The aim and objectives of the study

The aim of this study is to devise a model for resolving 
referential relations in a multilingual system. This will 
provide an opportunity to build a multilingual resource to 
support national research in the field of computational lin-
guistics and automatic text processing.

To accomplish the aim, the following objectives have 
been set:

– to build a multi-factor model for the selection of refer-
ence devices; 

– to conduct an experimental study of the resolution of 
referential relations in a multilingual system.

4. The study materials and methods

To construct a model for resolving referential relations, 
the environment was considered. Ontology models a sig-
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nificant part of the subject area for the user and provides 
structuring of information. We believe that the O ontology 
includes the set of classes С0 describing the concepts of the 
subject area, the set of data domains D0 (or data types), and 
the set of attributes Atr0=Dat0∪Rel0. Dat0 are the attributes 
of simple data types, and R Rel0 are the object attributes 
whose values are instances of classes from C0. Each c∈C0 
class is defined by the set of attributes c=(Datc,Relc). Each 
attribute of the simple type α∈Datc⊆Dat0 is mapped to a do-
main dα∈DO with values from the set of possible Vdα values. 
Each object attribute ρ∈Relc⊆Rel0 takes values from the set 
of instances of classes Cp⊆Cp. The set of all attributes of a 
class is denoted as Atrc=Datc∪Relc. We consider ontology 
without synonyms of classes and data attributes, i. e. ∀ α1, 
α2∈DatO:dα ≠dα2 and ∀c1, c2∈CO: Atrc1≠Atrc2. The most 
important property of an ontology is the ability to define 
inheritance on classes: class c2 inherits class c1 (c1<c2), if and 
only ∀a∈c2:a∈c1. For the g attribute, let’s label its class as g 
and its set of values as Dg. Among the attributes of the class, 
we highlight a non-empty set of key attributes � ,K

cAtr  which 
ensure the identifiability (unambiguous definition) of class 
instances. Key attributes can be both simple type attributes 
and object attributes.

The set a=(ca, Data, Rela)) is an instance of the ca= 
=(Datca, Relca) (a∈ca) class if and only each attribute of a 
simple type in Data has the name αa∈Datca with Vαa val-
ues from Vdαa. Each relation attribute in Rela has the name 
pa∈Relca with Vpa values as class instances from Cp. The ICo 
content of an O ontology is a set of instances of ontology 
classes. The task of replenishing ontologies is to calculate 
the information content of the ontology from the input data.

Define the set A of information-text objects (i-objects) 
extracted from the input data and corresponding to the 
instances of the ontology classes. Each information object 
a∈A has the form (ca, Data, Rela, Ga, Pa), where ca∈Co is an 
ontology class. Data is the set of data attributes αа=(α, Vαa), 
where α∈Datca is the attribute name, and Vαa is the set of 
v∈dα values; Rela is the set of object attributes ρa=(ρ, Vpa). 
ρ∈Relca is the name of the attribute, and  is the set of i-ob-
jects of class cpa∈Cpa; Ga is the grammatical characteristics. 
They are formed according to the grammatical characteris-
tics of lexical objects, based on which a given i-object was 
obtained; Pa is the structural-textual information (the set of 
positions in the text and formal segments). The g attribute of 
the i-object a is called populated if Vga≠∅. Let’s denote the 
set of all the attributes of the i-object a as Atra=Data∪Rela. 
Each i-object naturally corresponds to some instance of an 
ontology: if a=(ca, Data, Rela, Ga, Pa) is an i-object, then the 
corresponding instance of the ontology is a′=(ca, Data, Rela). 
In this case, each α∈Data attribute has values in Vαa, and 
each ρ∈Rela has values in Vpa.

The task of resolving the reference is to determine the 
correspondence of the data of i-objects (candidates for refer-
ents) to the same instance of the ontology. 

Paper [4] considered three types of factors that affect the 
assessment of the degree or measure of referential proximity 
of two objects:

1. Discursive factors (local text and contextual) are de-
termined by the way objects in the text are expressed, their 
location relative to the structure of the text and relative to 
each other.

2. Semantic factors determine the assessment of the 
similarity of objects by their ontological structure and con-
nections. 

3. Logical and ontological factors make it possible to 
consider the totality of relations between objects.

Within the framework of our work, it is possible to iden-
tify several more factors affecting the referential choice. The 
main task was not only to search for and study the factors 
affecting the referential choice but also to investigate their 
individual contribution to the accuracy of the prediction 
of referential choice, in order to reduce their number to the 
necessary minimum (to reduce the labor intensity of the 
annotation process). The full set of factors includes various 
characteristics of both the anaphora and the antecedent, as 
well as the referent itself, as well as some common discursive 
characteristics.

4. Attributes of the referent: animacy, gender, and number. 
5. Attributes of the antecedent: whether the composition 

of direct speech is included, the type of syntactic group, 
the grammatical role, the referential form, the length of the 
antecedent in words, the number of antecedents in the chain 
from the current place to the full nominative group.

6. Attributes of an anaphora: the first/not the first men-
tion in the discourse, whether it is part of direct speech, the 
type of syntactic group, the grammatical role, the number of 
references to the referent in the chain.

7. Distances between the anaphora and the antecedent: 
linear distance in words, linear distance in clauses, linear 
distance in sentences, distance in marcabules, the rhetorical 
distance of elementary discursive units, distance in para-
graphs. Rhetorical distance, which is the length of the path 
between fragments of text along the constructed rhetorical 
network, is considered an important factor in referential 
selection. Rhetorical distance makes it possible to take into 
consideration the relationship between fragments of text 
that are far from each other in the linear distance but close 
in the structure of presentation.

During the study, several other factors influencing refer-
ential choice were added to the number of main factors.

The rhetorical distance to the antecedent f1 defines the 
distance, which is measured in discourse units, from the 
current unit to the rhetorically closest containing the an-
tecedent. Rhetorical distance is measured based on rhetorical 
structure. Rhetorical structure theory states that each unit 
of discourse is related to at least one other unit ‒ a certain 
“rhetorical relation,” which is a sequence, cause, result, and so 
on. In the study, the theory of rhetorical structure is applied 
with a certain adaptation. In the rhetorical distance factor, a 
fourfold difference is presented: the rhetorical distance can be 
1, 2, 3, and be greater than three. All kinds of references are 
understood as rhetorical antecedents in our work.

The syntactic and semantic role of the antecedent f2 
reflects the fact that those referents that were last referred 
to as subjects or actors in their clauses are more pronomi-
nalizable. Often, the properties of the subject and the actor 
coincide but the combinations of subject/non-actor and ac-
tor/non-subject are not excluded. We distinguish three situ-
ations: when the antecedent is both the subject and the actor; 
when it is either a subject or an actor; when it is neither.

The animacy f3 is represented by two features: animacy 
and inanimateness. “Humanity” is an inherent property of 
the referent, which in some cases can increase the measure 
of its activation; the effect of animacy depends on rhetorical 
distance. At greater distances, “humanity” helps maintain 
activation at a higher level, and at shorter distances, inan-
imate referents receive and maintain activation to the same 
extent as “human” referents.
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The linear distance f4 may seem an optional parame-
ter, as it is claimed that the rhetorical distance is the most 
powerful factor. However, a short rhetorical distance with 
a short linear distance is not the same as a short rhetorical 
distance with a long linear distance.

The spacing between the paragraphs f5 reflects the im-
portance of episodic structure in discourse. Usually, within 
a paragraph, activation is stored well while the paragraph 
boundary is reflected cognitively as an update to the activa-
tion distribution.

5. Results of studying the multifactor model of the choice 
of reference devices 

5. 1. Multi-factor model of referral device selection
The counting system presented in [11] and its modifica-

tion were selected by trial and error until the selected nu-
merical weights began to explain all the available material. 
The model for calculating activation coefficients, devised for 
this study, is given in Table 1.

Table	1

Numerical	weights	of	factor	values

Attribute Value Weight

Rhetorical distance 
(RhD)

0; 1; 1.5 0.6

2; 2.5; 3 0.5

3.5 0.4

≥4 0

Linear distance (LinD)

0 0.1

1 0

2 –0.1

3 –0.2

>3 –0.3

Animation

LinD≤2 0

LinD≤3:Animate 0.2

Inanimate 0.1

The syntactic role of 
the antecedent

RhD>3.5 0

RhD≤3.5:Sudj 0.3

Dir_Obj. Indir_Obj. Obl 0.2

Attribute. Possessor 0.1

Distance between 
anaphor and antecedent 
in paragraphs (ParaD)

0 0

1 –0.2

>1 –0.4

Referential conflict is considered as a situation in 
which two non-referent i-objects are potential referents 
for some i-object. To determine which of these i-objects 
are true referents, we use the measure of similarity of 
i-objects. For i-objects a and b, let’s denote this measure 
as cs(a, b) (1). If non-referent i-objects a and b are can-
didates for referents for i-object c, then we consider that 
the reference conflict is resolved in favor of object a if and 
only cs(a,c)>cs(b,c).

cs(a,b)=csf1(a,b)+csf2(a,b)+csf3(a,b)+
+csf4(a,b)+csf5(a,b).  (1)

Factors are used to assess the proximity, or similarity, of 
objects that are mentioned in the text. For each factor, an es-

timate of the distance csf(a, b) is formulated, which reflects 
the degree or probability of a reference relationship between 
i-objects a and b as a function of factor f, without taking into 
consideration other factors.

Applying the counting model to the study material, the 
following correspondence was established between potential 
referential means and activation coefficients (Table 2).

Table	2

Correspondence	between	the	measure	of	similarity	and	the	
type	of	referential	expression

Preferen-
tial expres-

sion

Full noun 
phrase 

only (NP)

Full noun 
phrase 

pronoun

Full NP 
or pro-
noun

Pronoun 
full noun 

phrase

Pro-
noun 
only

Similarity 
measure

≤0.4 0.5 0.60.7 0.8 0.91

The data given in Table 2 demonstrate that the similarity 
measure values falling within the range of 0.5 to 0.8 can be 
called intermediate as they characterize cases of non-cate-
gorical referential selection.

Within the framework of the study, certain numerical 
values are assigned to the characteristics of the factors af-
fecting the measure. All values of the activation factors are 
summed up so that the resulting activation score motivates 
the choice of a reference device. Table 1 gives five activation 
factors with their numerical values ‒ a set of five factors is 
necessary and sufficient to explain the measure of the simi-
larity of referents.

5. 2. Resolving referential relationships in a multilin-
gual system

The procedure for calculating a measure of similarity is 
described as a method of prizes and penalties. Some factors 
increase, some decrease, and some have no effect on the nu-
merical indicators measure of similarity.

Specific numerical values for each attribute were found 
empirically. For each mention of the referent, the current 
measure of similarity is calculated by adding the numerical 
values of the activation factors, both positive and negative. 
An excerpt of text in the Russian language is considered:

«СОФЬЯ КОВАЛЕВСКАЯ (1850‒1891) ‒ Первая 
в России женщина-профессор и первая в мире 
женщина-профессор математики. Открыла третий 
классический случай разрешимости задачи о вращении 
твердого тела вокруг неподвижной точки. Доказала 
существование аналитического решения задачи Коши 
для систем дифференциальных уравнений с частными 
производными, одна из теорем называется теоремой 
Коши ‒ Ковалевской.» 

Ковалевская:

<Ковалевская ‒ (первая в России) женщина[1]> ‒ 
nominal anaphora

<женщина[1] ‒ профессор[1]> ‒ associative anaphora
<Ковалевская ‒ (первая в мире) женщина[2]> ‒ 

nominal anaphora
<женщина[2] ‒ профессор[2] (математики)> ‒ asso-

ciative anaphora
<Ковалевская ‒ ⍉[1]> ‒ zero anaphora
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Теорема:

<одна[1] (из теорем) ‒ теорема Коши ‒ Ковалевской> 
‒ cataphora

The text is divided into the following discursive units:

«0101 СОФЬЯ КОВАЛЕВСКАЯ (1850‒1891)
0102 Первая в России женщина-
0103 профессор и
0104 первая в мире женщина-
0105 профессор математики
0106 ⍉Открыла третий классический случай 

разрешимости задачи о вращении твердого тела вокруг 
неподвижной точки

0107 ⍉Доказала существование аналитического 
решения задачи Коши для систем дифференциальных 
уравнений с частными производными

0108 одна из теорем называется теоремой Коши ‒ 
Ковалевской.» 

The «Ковалевская» referent considered in each line:
– line 0101 a=Ковалевская; b=Ковалевская (Table 3);
– line 0102 a=Ковалевская; b=женщина

cs(a,b)=0.6+0+0+0+0.3=0.9;

– line 0103 a=Ковалевская; b=профессор

cs(a,b)=0.6+0+0+0+0.3=0.9;

– line 0104 a=Ковалевская; b=профессор 

cs(a,b)=0.6+0+0+0+0.3=0.9;

– line 0105 a=Ковалевская; b=женщина

cs(a,b)=0.6+0+0+0+0.3=0.9;

– line 0106 a=Ковалевская; b=‒

cs(a,b)=0.6+0+0+0+0.3=0.9;

– line 0107 a=Ковалевская; b=‒

cs(a,b)=0.6+0+0+0+0.3=0.9;

– line 0108 a=Ковалевская; b=теорема

cs(a,b)=0.6+0+0+0+0=0.6.

Table	3

Example	of	calculating	a	similarity	measure

RhD 1 0.6

LinD 1 0.1

ParaD 0 0

Animation no, LinD≤2 0

Synt. and semantic. role Active S LinD≤2 0.3

cs(a,b) – 1

The «теорема» referent considered in each line:
– line 0101 a=теорема; b=Ковалевская (Table 4);
– line 0102 a=теорема; b=женщина

cs(a,b)=0+(–0.3)+0+0+0=–0.3;

– line 0103 a=теорема; b=профессор

cs(a,b)=0+(–0.3)+0+0+0=–0.3;

– line 0104 a=теорема; b=профессор

cs(a,b)=0+(–0.3)+0+0+0=–0.3;

– line 0105 a=теорема; b=женщина

cs(a,b)=0+(–0.3)+0+0+0=–0.3;

– line 0106 a=теорема; b=⍉

cs(a,b)=0.4+(–0.2)+0+0+0=0.2;

– line 0107 a=теорема; b=⍉

cs(a,b)=0.5+(–0.1)+0+0+0=0.4;

– line 0108 a=теорема; b=теорема

cs(a,b)=0.6+0.1+0.3+0+0=1.

Table	4

Example	of	calculating	a	similarity	measure

RhD RhD≥4 0

LinD LinD≥3 –0.3

ParaD 0 0

Animation no. LinD≤2 0

Synt. and semantic. role S LinD≤2 0

cs(a,b) –0.3

An excerpt of the text in English is considered:

«SOFIA KOVALEVSKAYA (1850‒1891) ‒ Russia’s first 
female professor and

the world’s first female professor of mathematics. body 
around a fixed point. She proved the existence of an analyti-
cal solution of the Cauchy problem for systems of differential 
equations with partial derivatives, one of the theorems is 
called the Cauchy ‒ Kovalevskaya theorem.» 

The “Kovalevskaya” referent is considered in each line:
– line 0101 a=«Kovalevskaya»; b=«Kovalevskaya» (Ta-

ble 5);
– line 0102 a=«Kovalevskaya»; b=«female»

cs(a,b)=0.6+0+0+0+0.3=0.9;

– line 0103 a=«Kovalevskaya»; b=«professor»

cs(a,b)=0.6+0+0+0+0.3=0.9;

– line 0104 a=«Kovalevskaya»; b=«professor» 

cs(a,b)=0.6+0+0+0+0.3=0.9;

– line 0105 a=«Kovalevskaya»; b=«female»

cs(a,b)=0.6+0+0+0+0.3=0.9;
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– line 0106 a=«Kovalevskaya»; b=⍉

cs(a,b)=0.6+0+0+0+0.3=0.9;

– line 0107 a=«Kovalevskaya»; b=⍉

cs(a,b)=0.6+0+0+0+0.3=0.9;

– line 0108 a=«Kovalevskaya»; b=«theorem»

cs(a,b)=0.6+0+0+0+0=0.6.

Table	5

Example	of	calculating	a	similarity	measure

RhD 1 0.6

LinD 1 0.1

ParaD 0 0

Animation no. LinD≤2 0

Synt. and semantic. role Active S LinD≤2 0.3

cs(a,b) 1

The “theorem” referent is considered in each line:
– line 0101 a=«theorem»; b=«Kovalevskaya» (Table 6);
– line 0102 «theorem»; b=«female»

cs(a,b)=0+(–0.3)+0+0+0=–0.3;

– line 0103 «theorem»; b=«professor»

cs(a,b)=0+(–0.3)+0+0+0=–0.3;

– line 0104 «theorem»; b=«professor»

cs(a,b)=0+(–0.3)+0+0+0=–0.3;

– line 0105 «theorem»; b=«female»

cs(a,b)=0+(–0.3)+0+0+0=–0.3;

– line 0106 «theorem»; b=⍉

cs(a,b)=0.4+(–0.2)+0+0+0=0.2;

– line 0107 «theorem»; b=⍉

cs(a,b)=0.5+(–0.1)+0+0+0=0.4;

– line 0108 «theorem»; b=«theorem»

cs(a,b)=0.6+0.1+0.3+0+0=1.

Table	6

Example	of	calculating	a	similarity	measure

RhD RhD≥4 0

LinD LinD≥3 –0.3

ParaD 0 0

Animation no. LinD≤2 0

Synt. and semantic. role S LinD≤2 0

cs(a,b) –0.3

An excerpt of the text in the Kazakh and Russian lan-
guages is considered:

«Toyota Motor распространила сообщение 
о планах производства на апрель, а также напомнила 
о временной остановке предприятий в Японии. 
Заводы марки перестанут работать 22 марта. Простой 
продлится 8 дней. Причиной является нехватка 
электронных компонентов.»

Toyota Motor ‒ заводы:

0101 Toyota Motor распространила сообщение 
о планах производства на апрель,

0102 а также Ø напомнила о временной остановке 
предприятий в Японии.

0103 Заводы марки перестанут работать 22 марта.
0104 Простой продлится 8 дней.
0105 Причиной является нехватка электронных 

компонентов.

Check the line 0102 a=Toyota Motor; b=Ø (Table 7).

Table	7

Example	of	calculating	a	similarity	measure

RhD 1 0.6

LinD 1 0

ParaD 0 0

Animation no, LinD≤2 0

Synt. and semantic. role Active S LinD≤2 0.4

cs(a,b) 1

An example of the text in the Kazakh language

«Сәуірде қанша көлік өндіруге ниетті екенін 
хабарлаған Toyota Motor Жапониядағы кәсіпорын 
22 наурызда жабылып, 8 күн жұмыс істемейтінін де 
ескертті. Бұған электронды компонент тапшылығы 
себеп болған.»

Similar to the previous examples, it is broken down into 
discursive units:

«0101 Сәуірде қанша көлік өндіруге ниетті екенін 
хабарлаған Toyota Motor

0102 Жапониядағы кәсіпорын 22 наурызда жабылып,
0103 Ø 8 күн жұмыс істемейтінін де ескертті.
0104 Бұған электронды компонент тапшылығы 

себеп болған.»

Checking the line 0102 a=«Toyota Motor»; 
b=«кәсіпорын» (Table 8).

Table	8

Example	of	calculating	a	similarity	measure

RhD 1 0.6

LinD 1 0

ParaD 0 0

Animation no, LinD≤2 0

Synt. and semantic. role Active S LinD≤2 0.4

cs(a,b) 1

According to the simulation data, the accuracy of the al-
gorithm was 88 %, among all forms, 55 were predicted incor-
rectly. All deviations can be divided into two categories. The 
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first type – the referential expressions can be selected with 
approximately equal probabilities – of the variant falls in the 
range from 0.5 to 0.55. The second type is those predictions 
in which the difference between probabilities varies from 0.1 
to 0.8. Table 9 illustrates the types of deviations.

Table	9

Example	of	algorithm	deviations

Deviation 
type

Reference
Predicted 

form
Reference 

probability
Predicted form 

probability

I Pronoun
Full Noun 

Phrase
0.44 0.56

II
Full Noun 

Phrаse
Pronoun 0.394 0.606

It is possible to focus on the speaker’s message through 
grammatical roles. The focus of attention in the three lan-
guages is successively encoded by the speaker as the subject 
of the clause. Subjectivity and reduced forms of reference 
are in a causal relationship: antecedent subjectivity is one of 
the most powerful factors leading to the choice of a reduced 
form of reference. In both English and Russian, Kazakh 
languages, antecedent subjectivity can add points to the 
general measure of similarity of the referent. In both English 
and Russian and Kazakh discourses, 86 % of pronouns that 
do not allow a reference alternative have a subject as an 
antecedent.

6. Discussion of results of studying the multi-factor 
model of selecting reference devices

During the study, all types of referential relations were 
analyzed and a theoretical study of methods for their solu-
tion was carried out. Works [1–10] consider the referential 
choice only between full name groups and anaphoric pro-
nouns, in addition, studies were conducted on monolingual 
systems (the English, Russian, Tatar languages). In our 
study, an attempt is made to integrate the model from [11] 
into the proposed approach [4, 5]. A model for resolving 
referential relations in a multilingual system is proposed. 
This makes it possible to design a multilingual resource to 
support national research in the field of computational lin-
guistics and automatic text processing.

The proposed model is an extension of the rules for ex-
tracting information and referential factors in a multilingual 
system. The peculiarity of the model is in the integration of 
computational and linguistic models and methods of text 
analysis at the stage of semantic processing. The features 
also include the presence of the Kazakh language in this 
system. This results in faster automatic word processing. A 

multifactorial model for the selection of reference devices is 
proposed (Table 1).

An experimental study of the resolution of referential 
relations in a multilingual system was carried out. For the 
examples, proximity measures were calculated manual-
ly (Tables 3–8). The strongest relationship between the 
measure of proximity and the probabilistic characteristic is 
observed in the case of correct predictions. It was also esti-
mated that 75 % of all deviations had a similarity measure 
of 0.5 to 0.8. Consequently, the non-categorical nature of 
referential selection is one of the main causes of deviations 
in the modeling of referential expressions.

The biggest limitation in the use of this model is the 
lack of a marked multilingual case. Advancing this study 
could lead to the development of an intelligent information 
resource on modern methods of automatic text processing. 
The information resource to be designed would provide 
convenient meaningful access to information about a given 
method of automatic text processing, pre-trained models, 
test data, marked text corpora, and other information re-
sources on this topic.

7. Conclusions

1. A model for the selection of reference devices has 
been proposed, consisting of a set of factors that can either 
increase or decrease the measure of similarity of a particular 
referent. The features of each factor have certain numerical 
values, respectively, for each referent, a measure of the sim-
ilarity of the cognitive and at the same time the numerical 
equivalent of pronominalizability is calculated. Among the 
factors that are crucial for the multilingual system sample 
are the rhetorical distance to the antecedent, the syntactic 
and semantic role of the antecedent, the animation, the lin-
ear distance to the antecedent, and the paragraph distance 
of the referents.

2. The proposed model for the selection of reference de-
vices, designed to calculate the measure of proximity of two 
objects, has been tested in a multilingual system. The effec-
tiveness of the model is evaluated using such a metric as ac-
curacy. This metric is the ratio of correctly predicted forms 
to the total number of predicted referential expressions. 
According to the data from our simulation, the accuracy of 
work was 88 %, among all forms.
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